
1Peak-to-mean power control in OFDM, Golaycomplementary sequences and Reed-Muller codesJames A. Davis and Jonathan JedwabAbstractWe present a range of coding schemes for OFDM transmission using binary, quaternary, octary and higher-ordermodulation that give high code rates for moderate numbers of carriers. These schemes have tightly bounded peak-to-mean envelope power ratio (PMEPR) and simultaneously have good error correction capability. The key theoreticalresult is a previously unrecognised connection between Golay complementary sequences and second-order Reed-Mullercodes over alphabets Z2h. We obtain additional 
exibility in trading o� code rate, PMEPR and error correction capabilityby partitioning the second-order Reed-Muller code into cosets such that codewords with large values of PMEPR areisolated. For all the proposed schemes we show that encoding is straightforward and give an e�cient decoding algorithminvolving multiple fast Hadamard transforms. Since the coding schemes are all based on the same formal generatormatrix we can deal adaptively with varying channel constraints and evolving system requirements.Keywordspower, envelope, OFDM, Golay, complementary, sequence, Reed-Muller, codeI. The envelope power problem in OFDM transmissionOrthogonal frequency division multiplexing (OFDM) is a method of transmitting data simultaneously overmultiple equally-spaced carrier frequencies, using Fourier transform processing for modulation and demod-ulation [10]. The method has been proposed or adopted for many types of radio systems such as wirelessLocal Area Networks [2] and digital audio and digital video broadcasting [1], [44]. OFDM o�ers many well-documented advantages for multicarrier transmission at high data rates, particularly in mobile applications.Speci�cally, it has inherent resistance to dispersion in the propagation channel [5]. Furthermore when codingis added it is possible to exploit frequency diversity in frequency selective fading channels to obtain excellentperformance under low signal-to-noise conditions [43]. For these reasons OFDM is often preferable to constantenvelope modulation with adaptive equalisation (and indeed is arguably less complex to implement [32]).The principal di�culty with OFDM is that when the sinusoidal signals of the n carriers add mostly con-structively the peak envelope power is as much as n times the mean envelope power. If the peak envelopepower is subject to a design or regulatory limit then this has the e�ect of reducing the mean envelope powerallowed under OFDM relative to that allowed under constant envelope modulation. If battery power is a con-straint, as is typically the case with portable equipment, then the power ampli�ers required to behave linearlyup to the peak envelope power must be operated ine�ciently (with considerable backo� from compression).Digital hard limiting of the transmitted signal has been shown to alleviate the problem [29], but only at thecost of spectral sidelobe growth and consequent performance degradation.This gives a clear motivation to �nd other ways of controlling the peak-to-mean envelope power ratio(PMEPR) of the transmitted signal. A promisingmethod which has attracted considerable interest, introducedin [28] and developed in [51], is to use block coding to transmit across the carriers only those polyphasesequences with small PMEPR. As originally described, this entails exhaustive search to identify the bestsequences and requires large look-up tables for encoding and decoding. Several authors, for example [16], [52],have proposed simpler implementations of this method using systematic (or at least constrained) methods ofcoding. Nonetheless [16] declares that \. . . there are no known rules concerning selection of the allowed signalsJ.A. Davis is with the Department of Mathematics and Computer Science, University of Richmond, VA 23173. He thanksHewlett-Packard for generous hospitality and support during his sabbatical year 1995{6 in Bristol and during Summers 1997and 1998.J. Jedwab is with Hewlett-Packard Laboratories, Filton Road, Stoke Gi�ord, Bristol BS34 8QZ, U.K.The material in this paper was presented in part at the IEEE International Symposium on Information Theory, Boston, MA,Aug 16{21, 1998.



2[having PMEPR below a certain threshold] in a structured way". Moreover these schemes do not address theproblem of error correction at all. An alternative method [26] instead takes the transmitted codewords from acoset of a linear error-correcting code, choosing the coset representative or \mask vector" by computationallyintensive search in order to reduce the PMEPR. In this way the error correction properties are assured butthe appropriate choice of linear code and coset representative for optimal PMEPR remains an open problem.In this paper we present a highly 
exible coding scheme for binary, quaternary, octary and higher-ordermodulation which incorporates aspects of both of the above methods. It uses theoretical considerationsto guarantee low PMEPR and simultaneously to provide good error correction capability. It allows simplechanges to properties such as code rate, PMEPR and error correction capability to deal adaptively with varyingchannel constraints, and provides a clear evolution path for physical systems from binary to quaternary tooctary modulation. In all cases we provide straightforward and e�cient algorithms for encoding and decoding.The presented coding schemes are particularly suited to applications requiring tight control of PMEPR forwhich the number of carriers is no more than around 32 (in which case the resulting code rate is high). Anexample of such an application is a wireless LAN employing low-cost portable communicating devices. Forthis application the cost constraint limits the amount of processing and therefore the number of carriers,while the negative consequences of even an occasional high-power signal strongly favour tight envelope powercontrol.The remainder of the paper is structured as follows. Section II motivates the use of Golay sequences (i.e.sequences belonging to Golay complementary pairs) as a �rst solution to the envelope power problem inOFDM. We explicitly determine a large class of Golay sequences over Z2h of length 2m in terms of generalisedBoolean functions. Section III shows that in the binary case h = 1, these Golay sequences occur as cosets ofthe �rst-order Reed-Muller code within the second-order Reed-Muller code. This connection between Golaysequences and Reed-Muller codes has not previously been recognised, and is a key result leading to the practicaland 
exible OFDM coding schemes of this paper. For the non-binary cases h > 1 we introduce two new linearcodes over the ring Z2h as generalisations of the Reed-Muller code and demonstrate a corresponding connectionwith the non-binary Golay sequences previously determined. We establish the minimum Hamming and Leedistance of these new codes as measures of their error correction capability. Section IV proposes an OFDMcoding scheme, based on the Golay sequences of Section II, involving cosets of one generalised Reed-Mullercode within another. We then show that by varying the set of cosets of the �rst generalised Reed-Muller codewithin the second we can obtain a much more general range of solutions to the envelope power problem, notnecessarily restricted to Golay sequences. In this way we can make trade-o�s between PMEPR, code rate, anderror correction capability. The essential observation is that partitioning the second-order Reed-Muller codeinto cosets in this way appears naturally to isolate those codewords with large values of PMEPR. Section Vpresents highly e�cient decoding algorithms for all of the proposed coding schemes. These algorithms applythe fast Hadamard transform repeatedly in a novel manner. For background on classical coding theory, see[30] or [31].Some of the results of this paper, in particular the connection between Golay sequences and second-orderReed-Muller codes, were announced without proof in [13]. There is limited overlap between the results inSections II and III of this paper and recent independent work on OFDM. Translated into the notation of thepresent paper, van Nee [35] essentially shows how to obtain recursively a subset of the Golay sequences ofCorollary 4 corresponding to m cosets of RM2h(1;m), and Ochiai and Imai [37] do likewise but for a subsetcorresponding to a single coset rather than to m. In contrast Corollaries 6 and 9 explicitly identify m!=2such cosets within a speci�ed linear code, and Theorem 3 and Corollary 5 show how to arrange the identi�edsequences into Golay complementary pairs. Moreover [35] and [37] do not make the crucial connection betweenGolay sequences and Reed-Muller codes and consequently do not identify the range of coding options presentedhere and their attendant advantages. We also note that the claim of [37], that in the announcement [13]\. . . no speci�c method is given to generalise from a binary sequence into M -ary case", is incorrect for anyvalue M = 2h; in fact the principal example of [37], contained in equations (16) and (18) of that paper,consists of the quaternary length 8 sequences 2(x1x2+ x2x3) +P3k=1 ckxk + c for c; ck 2 Z4, which occur as aspecial case of Theorem 2 of [13].



3II. Golay sequencesWe represent the value assigned to the ith carrier of an OFDM system during a given symbol period as anelement ai of the ring ZH for someH � 2, where i = 0; 1; : : : ; n�1. In each symbol period, the ZH-ary sequence(a0; a1; : : : ; an�1) across the n carriers forms a codeword. Codewords in successive symbol periods belong toa code whose alphabet is ZH, and in the cases H = 2, 4 or 8 the code is called binary, quaternary or octaryrespectively. In signal processing, it is more common to consider the sequence of complex modulated values(�a0 ; �a1 ; : : : ; �an�1), where � = exp(2�p�1=H) is a primitive H-th root of unity. (In some implementationsthis sequence is multiplied by the constant exp(�p�1=H).) This modulation is called H-phase shift keying,which in the cases H = 2 or 4 is also known as binary phase shift keying or quadrature phase shift keyingrespectively.The transmitted OFDM signal is the real part of the complex envelopes(t) = n�1Xi=0 �ai(t)+Hfit; (1)where fi is the frequency of the ith carrier and ai(t) is constant over a symbol period. In order to ensureorthogonality the carrier frequencies are related byfi = f + i�f (2)for some constant f , where �f is an integer multiple of the OFDM symbol rate. The instantaneous envelopepower of the signal is the real-valued function P (t) = js(t)j2, and substitution from (1) and (2) givesP (t) =Xi;j �ai(t)�aj (t)+H(i�j)�ft: (3)Let the constant value of ai(t) over a symbol period such as 0 � �ft � 1 be ai, and call the resulting continuousfunction P (t) over the symbol period the envelope power Pa(t) of the sequence a = (a0; a1; : : : ; an�1). Thenby putting j = i+ u in the expression for Pa(t) given by (3) we obtainPa(t) = n+Xu 6=0Xi �ai�ai+u�Hu�ft; (4)where here and in (5) below the summations are understood to be over only those integer values for whichboth i and i + u lie within f0; 1; : : : ; n� 1g. Since the aperiodic autocorrelation of a at displacement u is byde�nition Ca(u) =Xi �ai�ai+u ; (5)we can rewrite (4) as Pa(t) = n+Xu6=0Ca(u)��Hu�ft: (6)The peak envelope power (PEP) of the sequence a is the supremum over a symbol period of Pa(t). From (5) and(6), the mean envelope power of any sequence a over a symbol period is n, and so the peak-to-mean envelopepower ratio (PMEPR) of a is the ratio PEP/n. Alternative names for PMEPR are peak-to-average powerratio [33] and peak factor [47]; the square root of the PMEPR is called the crest factor [7]. A PMEPR of R isoften expressed as 10 log10R dB. From (6) we see that Pa(t) � n+Pu6=0 jCa(u)j �1 � n+2Pn�1u=1(n�u) = n2,so the PEP of any sequence a is at most n2 and the PMEPR is at most n. (See [47] for a similar argumentgiving a general upper bound on the PEP of a in terms of Ca(u), and [17] for the derivation of a lower boundon the PMEPR of a from (6).)The upper bound of n for PMEPR is attained by the sequence a = (0; 0; : : : ; 0), which can occur in anuncoded OFDM system. But by restricting the set of allowed sequences to Golay sequences we can reducethe PMEPR from its maximum value of n to at most 2, as we now show.



4De�nition 1: Let a = (a0; a1; : : : ; an�1) and b = (b0; b1; : : : ; bn�1), where ai; bi 2 ZH. The sequences a and bare called a Golay complementary pair over ZH of length n if Ca(u)+Cb(u) = 0 for each u 6= 0. Any sequencewhich is a member of a Golay complementary pair is called a Golay sequence.Theorem 2: The PMEPR of any Golay sequence is at most 2.Proof: Let a and b be a Golay complementary pair, so that by de�nition Ca(u) + Cb(u) = 0 for each u 6= 0.Then from (6), Pa(t) + Pb(t) = 2n and since Pb(t) = jsb(t)j2 � 0 we deduce Pa(t) � 2n. The result followsfrom the de�nition of PMEPR. 2Theorem 2 was obtained by Popovi�c [41] (in terms of the crest factor of the real-valued signal envelope) bygeneralising earlier work of Boyd [7]. Golay complementary pairs over Z2 were introduced by Golay [18], [19] inconnection with infrared multislit spectrometry and have since found application in �elds such as optical timedomain re
ectometry [34] and acoustic surface-wave encoding [48]. They are known to exist for all lengthsn = 2�10�26
 , where �; �; 
 � 0 [49], but do not exist for any length n having a prime factor congruent to 3modulo 4 [14]. For a survey of results on non-binary Golay complementary pairs, see [15, Chap. 13]. We notethat a Golay complementary pair over Z4 is equivalent to a pair of \complex Golay sequences", as de�nedin [12].Henceforth we impose the restriction n = 2m so that the sampled OFDM signal corresponding to thecontinuous function (1) can be easily generated using the inverse fast Fourier transform. We also assume thatH = 2h for some h � 1 and then in each symbol period the OFDM signal contains exactly h code bits percarrier. We now give an explicit form for a large class of Golay complementary pairs over Z2h of length 2m,and deduce the form of a set of Golay sequences. We �rst require some notation.A Boolean function is a function f from Zm2 = f(x1; x2; : : : ; xm) j xi 2 f0; 1gg to Z2. We regard each 0-1variable xi as itself being a Boolean function fi(x1; x2; : : : ; xm) = xi and consider the 2m monomials1; x1; x2; : : : ; xm; x1x2; x1x3; : : : ; xm�1xm; : : : ; x1x2 � � � xm: (7)Any Boolean function f can be uniquely expressed as a linear combination over Z2 of these monomials, wherethe coe�cient of each monomial belongs to Z2 [31]. The resulting expression for f is called the algebraicnormal form [42]. We specify a sequence f of length 2m corresponding to f by listing the values taken byf(x1; x2; : : : ; xm) as (x1; x2; : : : ; xm) ranges over all its 2m values in lexicographic order. In other words, if(i1; i2; : : : ; im) is the binary representation of the integer i =Pmj=1 ij2m�j then the ith element of f (numberingthe leftmost element as 0) is f(i1; i2; : : : ; im). For example, for m = 3 we havef = (f(0; 0; 0); f(0; 0; 1); f(0; 1; 0); f(0; 1; 1); f(1; 0; 0); f(1; 0; 1); f(1; 1; 0); f(1; 1; 1))and so 1 = (11111111), x1 = (00001111), x2 = (00110011), x3 = (01010101), and x1x2 + x2x3 = (00010010).We de�ne a generalised Boolean function to be a function f from Zm2 to Z2h, where h � 1. It is straight-forward to modify the proof of the algebraic normal form result stated above to show that any such functioncan be uniquely expressed as a linear combination over Z2h of the monomials (7), where the coe�cient of eachmonomial belongs to Z2h. As above, we specify a sequence f of length 2m corresponding to the generalisedBoolean function f . For example, for h = 2 and m = 3 we have 3x1 = (00003333), 2x1x2x3 = (00000002),and x1x2 + 3x2x3 + 2 � 1 = (22212232). (Technically, for such expressions to be valid we must embed therange space Zm2 of the monomials (7) in Zm2h.) Henceforth we shall drop the distinction between a generalisedBoolean function and its corresponding sequence, and use the notation f to refer to both.With this notation we are now ready to describe the Golay complementary pairs over Z2h of length 2m.Theorem 3: Let f(x1; x2; : : : ; xm) = 2h�1 m�1Xk=1 x�(k)x�(k+1) + mXk=1 ckxk; (8)where � is a permutation of the symbols f1; 2; : : : ;mg and ck 2 Z2h. Then the sequences a(x1; x2; : : : ; xm) =f(x1; x2; : : : ; xm) + c and b(x1; x2; : : : ; xm) = f(x1; x2; : : : ; xm) + 2h�1x�(1) + c0 are a Golay complementarypair over Z2h of length 2m for any c; c0 2 Z2h.



5Proof: The case m = 1 is easily checked by hand, so assume m � 2 and �x u 6= 0. By the de�nitionof aperiodic autocorrelation (5), Ca(u) + Cb(u) is the sum over i of terms �ai�ai+u + �bi�bi+u , where � is aprimitive 2h-th root of unity. For a given integer i, set j = i + u and let (i1; i2; : : : ; im) and (j1; j2; : : : ; jm)be the binary representation of i and j respectively. The sequence element ai is given by a(i1; i2; : : : ; im), asdiscussed above, which implies that bi � ai = 2h�1i�(1) + c0 � c: (9)Case 1: j�(1) 6= i�(1). From (9), over Z2h we have ai � aj � bi + bj = 2h�1(j�(1) � i�(1)) = 2h�1, so�ai�aj=�bi�bj = �2h�1 = �1. Therefore �ai�aj + �bi�bj = 0.Case 2: j�(1) = i�(1). Since j 6= i we can de�ne v to be the smallest integer for which i�(v) 6= j�(v). Let i0 bethe integer whose binary representation (i1; i2; : : : ; 1 � i�(v�1); : : : ; im) di�ers from that of i only in position�(v � 1), and similarly let j0 have binary representation (j1; j2; : : : ; 1 � j�(v�1); : : : ; jm). By assumptioni�(v�1) = j�(v�1) and so j0 = i0 + u. We have therefore de�ned an invertible map from the ordered pair(i; j) to (i0; j0), and both pairs contribute to Ca(u) + Cb(u). Now substitution for i and i0 in (8) givesfi0 � fi = 2h�1i�(v�2) + 2h�1i�(v) + c�(v�1) � 2c�(v�1)i�(v�1) (unless v = 2, in which case we just delete termsinvolving �(v�2) here and in what follows). Therefore ai�aj�ai0+aj0 = 2h�1(j�(v�2)�i�(v�2))+2h�1(j�(v)�i�(v)) � 2c�(v�1)(j�(v�1) � i�(v�1)) = 2h�1 by the de�nition of v. Then (9) implies that bi � bj � bi0 + bj0 =ai � aj � ai0 + aj0 = 2h�1. Arguing as in Case 1, we obtain �ai�aj + �ai0�aj0 = 0 and �bi�bj + �bi0�bj0 = 0.Therefore (�ai�aj + �bi�bj ) + (�ai0�aj0 + �bi0�bj0 ) = 0.Combining these cases we see that Ca(u)+Cb(u) comprises zero contributions (as in Case 1), and contribu-tions which sum to zero in pairs (as in Case 2). Therefore a(x1; x2; : : : ; xm) and b(x1; x2; : : : ; xm) are a Golaycomplementary pair, by De�nition 1. 2Corollary 4: For any permutation � of the symbols f1; 2; : : : ;mg and for any c; ck 2 Z2h,a(x1; x2; : : : ; xm) = 2h�1 m�1Xk=1 x�(k)x�(k+1) + mXk=1 ckxk + cis a Golay sequence over Z2h of length 2m.Corollary 4 explicitly determines 2h(m+1) �m!=2 Golay sequences over Z2h of length 2m (using the factorm!=2 rather than m! because the expressionPm�1k=1 x�(k)x�(k+1) is invariant under the mapping � 7! �0, where�0(k) = �(m + 1 � k)). Numerical evidence suggests that there are no other Golay sequences over Z2h ofthis length, although we do not have a proof of this. Theorem 3 also shows how to form sets of Golaycomplementary pairs:Corollary 5: Let f � f(x1; x2; : : : ; xm) = 2h�1Pm�1k=1 x�(k)x�(k+1) +Pmk=1 ckxk, where � is a permutationof the symbols f1; 2; : : : ;mg and ck 2 Z2h. Then any sequence in the setA = ff + c; f + 2h�1(x�(1) + x�(m)) + c j c 2 Z2hg (10)forms a Golay complementary pair over Z2h of length 2m with any sequence in the setB = ff + 2h�1x�(1) + c0; f + 2h�1x�(m) + c0 j c0 2 Z2hg: (11)Proof: Consider a single sequence a of the form f+c. By Theorem 3, this sequence forms a Golay complemen-tary pair with each of the 2h sequences ff+2h�1x�(1)+c0 j c0 2 Z2hg. Now if � is replaced by the permutation�0 de�ned by �0(k) = �(m+1�k), f + c is invariant but f+2h�1x�(1)+ c0 maps to f +2h�1x�(m)+ c0. There-fore a also forms a Golay complementary pair with each of the 2h sequences ff + 2h�1x�(m) + c0 j c0 2 Z2hg.We have shown that a forms a Golay complementary pair with each sequence b 2 B, and it follows fromDe�nition 1 that for each u, every sequence b 2 B has the same value of CB(u).Similarly we can show that a single sequence b of the form f +2h�1x�(1)+ c0 forms a Golay complementarypair with each of the 2h+1 sequences a 2 A and that, for each u, every sequence a 2 A has the same value ofCA(u). Therefore any sequence a 2 A forms a Golay complementary pair with any sequence b 2 B. 2



6Corollary 5 explicitly determines 22(h+1) � 2hm�2 �m!=2 Golay complementary pairs fa; bg over Z2h of length2m. It also suggests a natural partition of the Golay sequences of Corollary 4 into 2hm�2 �m!=2 classes of size2h+2, each class comprising a set A of 2h+1 sequences of the form (10) and a set B of 2h+1 sequences of theform (11).However the true number of Golay complementary pairs fa; bg over Z2h of length 2m can be greater thanthat calculated above because in some cases CA(u) = CA0(u), for all u, for two distinct sets A;A0 of the form(10). For example, for h = 2 and m = 3, by Corollary 5 any of the eight sequences inA = f2(x1x2 + x2x3) + c; 2(x1x2 + x2x3) + 2x1 + 2x3 + c j c 2 Z4gforms a quaternary Golay complementary pair of length 8 with any sequence inB = f2(x1x2 + x2x3) + 2x1 + c0; 2(x1x2 + x2x3) + 2x3 + c0 j c0 2 Z4g:Similarly any one of the eight sequences inA0 = f2(x2x1 + x1x3) + 3x2 + x3 + c; 2(x2x1 + x1x3) + x2 + 3x3 + c j c 2 Z4gforms a Golay complementary pair with any sequence inB0 = f2(x2x1 + x1x3) + x2 + x3 + c0; 2(x2x1 + x1x3) + 3x2 + 3x3 + c0 j c0 2 Z4g:But in fact direct calculation shows that (CA(u) j u = 0; 1; : : : ; 7) = (CA0(u) j u = 0; 1; : : : ; 7) = (8;�1; 0; 3; 0; 1; 0; 1),so these 32 sequences collectively give rise to 162 = 256 Golay complementary pairs rather than the expected2 � 82 = 128.In 1961 Golay [20] gave an explicit construction for binary Golay complementary pairs of length 2m andlater noted [21] that the construction implies the existence of at least 2m+1 �m!=2 binary Golay sequences ofthis length. These results correspond to the binary case h = 1 of Theorem 3 and Corollary 4, and indeed ourproof of Theorem 3 is modelled on Golay's original construction [20]. However the non-binary cases h > 1of Theorem 3 have not been constructed explicitly elsewhere. Moreover we shall prove in Section III thenew result, announced in [13], that the Golay sequences of Corollary 4 form a subcode of the second-orderReed-Muller code (suitably generalised for non-binary cases).Golay [20] also presented a recursive construction for binary Golay complementary pairs involving concate-nation and interleaving of sequences. Budi�sin [8], building on earlier work of Sivaswamy [46], gave a moregeneral recursive construction for Golay complementary pairs and showed that the set of all binary Golaycomplementary pairs of length 2m obtainable from it coincides with those given explicitly by Golay [20] (asdescribed above). Paterson [38] has shown that the set of all Golay complementary pairs over Z2h of length 2mobtainable by Golay's recursive construction (h = 1) and by Budi�sin's (h � 1) coincides with those given ex-plicitly in Theorem 3. (Urbanke and Krishnakumar [50] also presented results which show that the number ofbinary Golay sequences of length 2m given by Golay's recursive construction is 2m+1 �m!=2. Although we havereceived a modi�ed version [private communication, July 1998] of this paper which notes a connection betweenthese binary Golay complementary sequences and Reed-Muller codes, the modi�ed manuscript carries a datelater than the publication date of our announcement [13].)We remark that [20] introduced a de�nition of equivalence of binary Golay complementary pairs that wastaken up by later authors, particularly when counting the number of such pairs of small length by computersearch. We believe that the underlying structure of Golay complementary pairs over Z2h of length 2m is moreapparent if this de�nition, and its obvious generalisation for h > 1, is not used.III. Reed-Muller codesBinary Reed-Muller codes �rst appeared in print in 1954 and remain \. . . one of the oldest and best under-stood families of codes" [31, p. 370]. They have good error correction properties, provided the block lengthis not too large, and have the important practical advantage of being easy to decode. The rth order binary



7Reed-Muller code RM(r;m) of length 2m is generated by the monomials in the Boolean functions xi of degreeat most r [31]. This allows us to restate the binary case h = 1 of Corollary 4 as:Corollary 6: Each of the m!=2 cosets of RM(1;m) in RM(2;m) having a coset representative of the formPm�1k=1 x�(k)x�(k+1) comprises 2m+1 binary Golay sequences of length 2m, where � is a permutation of thesymbols f1; 2; : : : ;mg.Note that the PMEPR of a sequence depends on the order in which its elements occur, so here and elsewherewe do not adopt the coding theory convention that regards two codes as equivalent if one can be obtainedfrom the other by a permutation of coordinates.We wish to make an analogous statement to Corollary 6 for the non-binary cases h > 1 of Corollary 4. Todo this, we follow the landmark paper [25] and de�ne a linear code over ZH of length n to be a subset of ZnHsuch that the sum of any two codewords is a codeword. [25] demonstrates that de�ning linear codes in thisway, over rings that are not �elds, preserves many of the properties of classical codes even though not everyelement of the code alphabet has a multiplicative inverse. In particular such a code can be speci�ed in termsof a generator matrix such that the code consists of all distinct linear combinations over ZH of the rows ofthe matrix. We now de�ne two new linear codes over Z2h of length 2m in terms of the generalised Booleanfunctions xi described in Section II.De�nition 7: For h � 1 and 0 � r � m, the rth order linear code RM2h(r;m) over Z2h of length 2m isgenerated by the monomials in the xi of degree at most r.De�nition 8: For h > 1 and 0 � r � m+ 1, the rth order linear code ZRM2h(r;m) over Z2h of length 2mis generated by the monomials in the xi of degree at most r � 1 together with 2 times the monomials in thexi of degree r (with the convention that the monomials of degree �1 and m+ 1 are equal to zero).The code RM2h(r;m) generalises the binary Reed-Muller code RM(r;m) from the alphabet Z2 (the caseh = 1) to the alphabet Z2h. Likewise the code ZRM2h(r;m) generalises the quaternary Reed-Muller codeZRM(r;m) de�ned in [25] from the alphabet Z4 (the case h = 2) to the alphabet Z2h. In both cases theformal generator matrix is unchanged as h varies, but the alphabet over which it is interpreted changes.The number of monomials in the xi of degree r is �mr �, so RM2h(r;m) contains 2hPri=0 (mi ) codewords andZRM2h(r;m) contains 2hPr�1i=0 (mi ) � 2(h�1)(mr ) codewords. Note these generalisations of the Reed-Muller codeare distinct from the Generalised Reed-Muller code GRM(r;m) [40], which is de�ned over a �eld, and thequaternary Reed-Muller code QRM(r;m) [25], which generalises the quaternary representation of the Kerdockcode.For example, RM2h(1; 4) has the generator matrix266664 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 10 0 0 0 0 0 0 0 1 1 1 1 1 1 1 10 0 0 0 1 1 1 1 0 0 0 0 1 1 1 10 0 1 1 0 0 1 1 0 0 1 1 0 0 1 10 1 0 1 0 1 0 1 0 1 0 1 0 1 0 1
377775 1x1x2x3x4 (12)and contains 25h codewords for h � 1, and ZRM2h(2; 4) has the generator matrix2666666666666666664
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8and contains 25h � 26(h�1) codewords for h > 1.We are particularly interested in the code ZRM2h(2;m), comprising 2(h�1)m(m�1)=2 cosets of the subcodeRM2h(1;m), each coset containing 2h(m+1) codewords. We can restate the cases h > 1 of Corollary 4 in termsof these codes as:Corollary 9: Each of them!=2 cosets of RM2h(1;m) in ZRM2h(2;m) having a coset representative of the form2h�1Pm�1k=1 x�(k)x�(k+1) comprises 2h(m+1) Golay sequences over Z2h of length 2m, where � is a permutationof the symbols f1; 2; : : : ;mg and h > 1.We have seen in Theorem 2 that the PMEPR of any Golay sequence is at most 2, and Corollaries 6and 9 give concise and structured representations for large sets of Golay sequences in the cases h = 1 andh > 1 respectively. These representations readily lend themselves to implementation in an OFDM codingscheme having tight envelope power control. If we did not wish to consider using sequences other than Golaysequences for OFDM transmission then it would be more natural to replace the multiple 2 in De�nition 8 bythe multiple 2h�1 and to extend the de�nition of ZRM2h(r;m) to the case h = 1; in that case Corollary 9 wouldhold for all cases h � 1. However by taking more cosets of RM2h(1;m) in ZRM2h(2;m) we can increase therate of OFDM transmission at the cost of progressively larger values of PMEPR, as we discuss in Section IV.To allow such design freedom, our objective in de�ning ZRM2h(r;m) was that the linear code ZRM2h(2;m)should be the largest superset of the Golay sequences of Corollary 4 which does not compromise the minimumHamming or Lee distance, as we now describe.Let a = (a0; a1; : : : ; an�1) be a sequence over ZH of length n. The Hamming weight of a is the number ofnonzero ai and the Lee weight [40] of a is Pn�1i=0 min(ai;H � ai). The Hamming (or Lee) distance betweentwo such sequences a and b is the Hamming (or Lee) weight of a� b (when written as a sequence over ZH).The Hamming distance measures the number of positions in which a and b di�er, whereas the Lee distancetakes into account the magnitude of the di�erence over ZH at each position; these coincide in the binarycase H = 2. For example, the Hamming distance between the sequences (5; 7; 0; 1) and (3; 7; 7; 6) over Z8is 3 whereas the Lee distance is 2 + 0 + 1 + 3 = 6. The minimum Hamming or minimum Lee distance of acode, which is taken over all pairs of distinct codewords, is a measure of its error correction capability: if the(Hamming or Lee) minimum distance is d then we can always correct errors of (Hamming or Lee) weight lessthan d=2. If the transmission channel renders all H � 1 possible errors for a given codeword position equallylikely then the traditional Hamming distance metric is an appropriate measure. However if errors involvinga transition between adjacent values in ZH are much more likely than other errors in a given position thenthe Lee distance metric is more appropriate [40]. We consider both metrics to be useful measures of errorcorrection capability for OFDM transmission and so we now derive the minimum Hamming and Lee distancefor the codes RM2h(r;m) and ZRM2h(r;m). The method uses the fact that the minimum Hamming distanceof the binary code RM(r;m) is 2m�r.Theorem 10: The following hold for 0 � r � m: RM2h(r;m) ZRM2h(r;m)(h � 1) (h > 1)minimum Hamming distance 2m�r 2m�rminimum Lee distance 2m�r 2m�r+1Proof: For any linear code the minimum distance equals the minimum weight of the nonzero codewords, inboth the Hamming and Lee case. For each of the four values required by the theorem we derive a lower boundon the minimum distance and then exhibit a codeword whose weight equals that lower bound.We �rstly use induction on h � 2 to establish the minimum Hamming and Lee distance of ZRM2h(r;m).The case r = 0 is trivial and can be excluded. Let a = (a0; a1; : : : ; a2m�1) be any nonzero codeword inZRM2h(r;m) and de�ne b = (b0; b1; : : : ; b2m�1) by bi � ai (mod 2h�1) and bi 2 Z2h�1 for each i. Now b is acodeword in ZRM2h�1(r;m) if h > 2 and is a codeword in RM(r � 1;m) if h = 2.Case 1: b = 0. In this case a = 2h�1a0 for a nonzero codeword a0 in RM(r;m), so a0 has Hamming weightat least 2m�r. Therefore a has Hamming weight at least 2m�r and Lee weight at least 2h�1 � 2m�r � 2m�r+1.



9Case 2: b 6= 0. In this case b has Hamming weight at least 2m�r and Lee weight over Z2h�1 at least 2m�r+1,using the induction hypothesis if h > 2. Therefore a has Hamming weight at least 2m�r, and has Lee weightover Z2h at least 2m�r+1 (since min(ai; 2h � ai) � min(bi; 2h�1 � bi) when ai = bi or bi + 2h�1).Furthermore the codeword 2h�1x1x2 � � � xr has Hamming weight 2m�r, and the codeword x1x2 � � � xr�1 (or1 if r = 1) has Lee weight 2m�r+1. This completes the proof for ZRM2h(r;m).By a similar induction on h the minimum Hamming and Lee distance for RM2h(r;m) is at least 2m�r, andthe codeword x1x2 � � � xr has Hamming and Lee weight 2m�r. 2The proof of Theorem 10 demonstrates our earlier claim that the minimum Hamming and Lee distance ofZRM2h(r;m) is not compromised by using the multiple 2 in De�nition 8 instead of the multiple 2h�1.We conclude this section with a short discussion of bent functions, which will be useful when describingencoding options in Section IV. For m even, a bent function is a Boolean function f(x1; x2; : : : ; xm) for whichall the Hadamard transform coe�cients of the +1/�1 sequence (�1)f(x1;x2;:::;xm) have magnitude 2m=2. A bentfunction is equivalent to a Hadamard di�erence set in the group Zm2 . The functionPm=2k=1 x2k�1x2k is bent, andany a�ne transformation of a bent function is also bent. A Kerdock code of length 2m is the union of 2m�1cosets of RM(1;m) in RM(2;m), where m � 4 is even. One of the coset representatives is 0 (so RM(1;m)itself is contained in the code), and all the others are bent functions having the property that the sum of anytwo of them is also a bent function. The minimum Hamming distance of any such code is 2m�1 � 2(m�2)=2.For details of these and other results, see [31]. We now show that for m even, all the binary Golay sequencesof Corollary 6 are bent functions; since these sequences occur as cosets of RM(1;m) in RM(2;m), some mayalso belong to a Kerdock code.Theorem 11: For m even, each of the m!=2 cosets of RM(1;m) in RM(2;m) having a coset representativeof the form Pm�1k=1 x�(k)x�(k+1) comprises 2m+1 bent functions, where � is a permutation of the symbolsf1; 2; : : : ;mg.Proof:We show that the functionPm�1k=1 x�(k)x�(k+1)+Pmk=1 ckxk+c can be obtained fromPm=2k=1 x2k�1x2k bya sequence of a�ne transformations, for any c; ck 2 Z2. The linear transformation x1 7! x1+x3, x3 7! x3+x5,. . . , xm�3 7! xm�3 + xm�1, and xi 7! xi for all other xi, maps Pm=2k=1 x2k�1x2k to Pm�1k=1 xkxk+1. Thenthe linear transformation xi 7! x�(i) + bi, where each bi 2 Z2 is determined by a single ck, maps this toPm�1k=1 x�(k)x�(k+1) +Pmk=1 ckxk + b for b = c or c+ 1. If necessary, we can apply a translation to add 1 andso obtain the required function. 2 IV. EncodingThe combination of the new results of Sections II and III immediately suggests a practical OFDM codingscheme using 2h-phase shift keying: allow as codewords only those Golay sequences described in Corollaries 6(for h = 1) and 9 (for h > 1). This simultaneously confers tight envelope power control, by Theorem 2, andgood error correction capability, by Theorem 10. The Golay sequences in question occur as m!=2 cosets ofRM2h(1;m) and for convenience of implementation we use 2w of these cosets, where 2w is the largest integerpower of 2 no greater than m!=2. Under this scheme we encode w + h(m + 1) information bits per OFDMsymbol period. We use w bits to encode the choice of coset representative using a look-up table. The remainingh(m + 1) bits are converted to m+ 1 information symbols u1; u2; : : : um; u 2 Z2h by taking each consecutivegroup of h bits to be the binary representation of an element of Z2h. The information symbols are thenused to form the linear combination Pmi=1 uixi + u, in which each symbol multiplies one row of the standardgenerator matrix for RM2h(1;m). This linear combination can be calculated in hardware in 2m clock cyclesusing the encoding circuit for RM(1;m) given in [31, p. 420]. The sum (over Z2h) of this linear combinationwith the selected coset representative is the OFDM codeword (a0; a1; : : : a2m�1), which is modulated priorto transmission according to (1). The code rate, namely the ratio of the number of information bits to thenumber of coded bits, is (w + h(m + 1))=(2mh), and we de�ne the information rate to be h times the coderate. The information rate describes the increased rate at which information bits are encoded when we changethe code from binary to quaternary, from quaternary to octary, and so on.



10For example, consider the octary case with 16 carriers (h = 3, m = 4). The 12 coset representatives givenby Corollary 9 are(0 0 0 4 0 0 4 0 0 0 0 4 4 4 0 4) = 4(x1x2 + x2x3 + x3x4);(0 0 0 4 0 4 0 0 0 0 0 4 4 0 4 4) = 4(x1x2 + x2x4 + x3x4);(0 0 0 0 0 4 4 0 0 0 4 4 0 4 0 4) = 4(x1x3 + x2x3 + x2x4);(0 0 0 4 0 4 0 0 0 0 4 0 0 4 4 4) = 4(x1x3 + x3x4 + x2x4);(0 0 0 0 0 4 4 0 0 4 0 4 0 0 4 4) = 4(x1x4 + x2x4 + x2x3);(0 0 0 4 0 0 4 0 0 4 0 0 0 4 4 4) = 4(x1x4 + x3x4 + x2x3);(0 0 0 4 0 0 0 4 0 0 4 0 4 4 0 4) = 4(x1x2 + x1x3 + x3x4);(0 0 0 4 0 0 0 4 0 4 0 0 4 0 4 4) = 4(x1x2 + x1x4 + x3x4);(0 0 0 0 0 0 4 4 0 4 4 0 0 4 0 4) = 4(x2x3 + x1x3 + x1x4);(0 0 0 0 0 4 0 4 0 4 4 0 0 0 4 4) = 4(x2x4 + x1x4 + x1x3);(0 0 0 0 0 4 0 4 0 0 4 4 4 0 0 4) = 4(x1x3 + x1x2 + x2x4);(0 0 0 0 0 0 4 4 0 4 0 4 4 0 0 4) = 4(x2x3 + x1x2 + x1x4);of which we choose eight (say the �rst eight), so w = 3. The union of the eight cosets of RM8(1; 4) havingthese coset representatives comprises the set of OFDM codewords, all of which have PMEPR of at most 2.The code forms a subcode of ZRM8(2; 4) and has minimum Hamming and Lee distance 4 and 8 respectively.An error of Hamming weight 1 can always be corrected, as can an error of Lee weight at most 3. Thecode rate is 3/8 and the information rate is 9/8. Given 18 information bits, three are used to select oneof the eight coset representatives and the remaining 15 are regarded as the binary representation of �veinformation symbols u1; u2; u3; u4; u. The linear combination u1x1+u2x2+u3x3+u4x4+u is calculated withreference to the generator matrix (12) for RM8(1; 4) and added to the selected coset representative. Supposethe 18 information bits are 011101111011110110. The �rst three bits 011 select the coset representative(0004040000400444) (labelling the �rst eight coset representatives 000; 001; : : : ; 111). The remaining 15 bitsselect the linear combination 5x1 + 7x2 + 3x3 + 6x4 + 6 = (6417530631642053), so the OFDM codeword is(6413570631242417).The above coding scheme is restricted to the Golay sequences described in Sections II and III. Thesesequences occur as m!=2 \Golay cosets" of RM2h(1;m) within a second-order linear code, where the second-order linear code is RM2(2;m) in the binary case h = 1 and is ZRM2h(2;m) in the non-binary cases h > 1.We can increase the code rate, at the cost of progressively larger values of PMEPR, by including additionalcosets of RM2h(1;m) within the same second-order code. These additional cosets do not necessarily compriseor even contain Golay sequences. Nonetheless we have found that partitioning the second-order code intocosets of RM2h(1;m) is an e�ective means of isolating codewords with large values of PMEPR. Alternativelywe can increase the minimum Hamming distance, at the cost of a lower code rate, by choosing fewer than2w of the original m!=2 Golay cosets. In this way we can trade o� code rate, PMEPR and error correctioncapability to provide a range of solutions to the envelope power problem. For implementation convenience weuse 2w0 cosets of RM2h(1;m) for some integer w0 to encode w0 + h(m+ 1) information bits, storing the cosetrepresentatives in a look-up table. We can determine the possible options for given h and m by arranging allthe cosets of RM2h(1;m) (within the appropriate second-order code) in increasing order of their maximumPEP over the 2h(m+1) codewords in the coset, as we now illustrate.A. The binary caseConsider the binary case with 16 carriers (h = 1, m = 4). Tables I/II list the 2m(m�1)=2 = 64 cosets ofRM2(1; 4) in RM2(2; 4) in increasing order of their maximum PEP over the 32 codewords in the coset. ThePEP of each codeword is calculated using 2j times oversampling , �nding P (t) = js(t)j2 from (1) at eachsample point t = i=(2m+j�f) for i = 0; 1; : : : ; 2m+j�1 and taking the largest sample value of P (t). The valueof j is increased until the maximum calculated PEP over the coset is stable. The �rst 12 cosets of Tables I/IIare the m!=2 Golay cosets of Corollary 6, each of which has a maximum PMEPR of at most 2 (since PMEPR= PEP/n and we have �xed n = 2m) in accordance with Theorem 2. The �nal coset in the list is RM2(1; 4)itself, which has a maximum PMEPR of 2m since it contains the sequence (0; 0; : : : ; 0). The remaining cosets



11have intermediate values of maximum PMEPR. Observe that the maximum PMEPR for the cosets in the�rst half of the list is no greater than 4; we remark that this property holds for the binary case with 8 and 32carriers too.Table VII summarises some possible options for binary coding for 16 and 32 carriers, most of which arederived from the ordered list given in Tables I/II. The reference option for 16 carriers is Option 3, which usesthe �rst eight (Golay) cosets of this ordered list. Option 4 uses the 32 cosets in the �rst half of the list andtrades an increase in code rate for an increase in maximum PMEPR from 2 to 4. Option 1 uses just the �rstcoset of the list and trades an increase in minimum Hamming distance from 4 to 8 for a reduction in coderate. Option 2 is a compromise between Options 1 and 3, based on the Kerdock code of length 16 whose cosetrepresentatives are [30]: 0, x1x2 + x1x3 + x3x4, x1x3 + x2x3 + x2x4, x1x2 + x2x4 + x3x4, x1x4 + x2x3 + x3x4,x1x3 + x1x4 + x2x4, x1x2 + x1x4 + x2x3 and x1x2 + x1x3 + x1x4 + x2x3 + x2x4 + x3x4. Six of these eightcoset representatives are of the form Pm�1k=1 x�(k)x�(k+1) (and so appear in the �rst 12 places of the list), andby choosing any four of the six we obtain a minimum Hamming distance of 6.The ordered list for binary coding with 32 carriers (not shown here) contains 1024 cosets of RM2(1; 5)in RM2(2; 5) and is headed by the 60 Golay cosets of Corollary 6. The reference option for 32 carriers isOption 7, which uses the �rst 32 of these 60 cosets. Option 6 uses just the �rst coset of the list. (We couldderive a compromise between Options 6 and 7 having minimum Hamming distance 12 based on a Kerdockcode of length 32. Although we have given only the classical de�nition of a Kerdock code, for m � 4 even,[25] de�nes a corresponding Kerdock code for m � 3 odd which can be represented as the union of 2m�1cosets of RM(1;m) in RM(2;m) and which has minimum Hamming distance 2m�1 � 2(m�1)=2. The numberof information bits of this compromise option will be determined by how many of the 16 Kerdock cosets arealso Golay cosets.) Comparing Options 1 and 3 with Options 6 and 7 respectively, we see that doubling thenumber of carriers from 16 to 32 incurs a penalty in terms of code rate. However it carries the advantagethat intersymbol interference in the transmitted signal will be reduced and consequently delay spread in thechannel will also be reduced.Alternatively we can maintain the code rate as the number of carriers doubles, at the cost of increasedPMEPR. It is straightforward to show that if a and b are sequences over ZH of length n having PMEPRat most R then the sequence formed by interleaving or concatenating the elements of a and b has PMEPRat most 2R. For example by encoding according to Option 1 twice independently, and either interleaving orconcatenating the resulting codeword elements, we obtain the composition coding scheme of Option 8 havingthe same code rate but a maximum PMEPR of 4. Decoding is likewise carried out by regarding the receivedcodeword as two independent half-length codewords, which is indicated in Table VII by writing the minimumHamming distance for Option 8 as 8; 8 (see also Section V). Examples of this technique of interleaving orconcatenating codewords to maintain code rate and to control PMEPR for OFDM transmission have beennoted previously [35], [45]. Option 10 is similarly derived from Option 3, with the following modi�cation toimprove the code rate slightly. Recall that there are 12 cosets listed in Tables I/II having PMEPR at most 2,of which Option 3 uses the �rst eight. We can therefore form 27 < 12 � 12 ordered pairs of length 16 cosetrepresentatives to be added to the respective length 16 linear combinations in RM2(1; 4) prior to interleavingor concatenating. In this way Option 10 encodes 7 + 2 � 5 = 17 rather than 2 � 3 + 2 � 5 = 16 informationbits. Likewise Option 2 uses four cosets chosen from six, and since 25 < 6 � 6 we can encode 5 + 2 � 5 = 15information bits in the composition coding scheme of Option 9. Finally, Option 5 is a composition codingscheme based on a single Golay coset of RM2(1; 3).B. The quaternary caseFor the non-binary cases h > 1 we form similar ordered lists of the 2(h�1)m(m�1)=2 cosets of RM2h(1;m) inZRM2h(2;m). Consider the quaternary case with 16 carriers (h = 2, m = 4). Tables III/IV list the 64 cosetsof RM4(1; 4) in ZRM4(2; 4) in increasing order of their maximum PEP over the 1024 codewords in the coset,headed by the 12 Golay cosets of Corollary 9. The maximum PMEPR for the cosets in the �rst half of the listis no greater than 4 (as in the binary case), and the same is true for 8 and 32 carriers. Tables III/IV containa striking feature not present in Tables I/II: the maximum PMEPR over each coset is an exact power of 2,and the same is true for 4, 8 and 32 carriers.



12Table VIII summarises options for quaternary coding for 16 and 32 carriers, mostly derived from the orderedlist of Tables III/IV. These options are determined in similar manner to those having the correspondingoption number in Table VII. A similar method to the proof of Theorem 10 shows that if m � 4 is even andthe set of cosets fgi + RM2(1;m)g is a Kerdock code of length 2m then the minimum Hamming distanceof f2h�1gi + RM2h(1;m)g over Z2h is 2m�1 � 2(m�2)=2 for h > 1. Option 2 exploits this result, using cosetrepresentatives whose values are twice those of the binary Option 2. Option 5a is a composition coding schemebased on three Golay cosets of RM4(1; 3). Error correction for this option can be done with respect to Leedistance (though not always with respect to Hamming distance, which is why it does not occur in Table VII).Comparison of Tables VII and VIII demonstrates that choice of modulation scheme is a further component ofdesign freedom. The quaternary schemes have up to twice the information rate of the corresponding binaryschemes for the same minimum Hamming distance, together with enhanced error correction capability basedon Lee distance. Their disadvantage is that quaternary modulation leads to a smaller minimum Euclideandistance than binary modulation and so their transmission error rate is larger.C. The octary caseConsider the octary case with 16 carriers (h = 3, m = 4). Tables V/VI list the 4096 cosets of RM8(1; 4)in ZRM8(1; 4) in increasing order of their maximum PEP over the 32768 codewords in the coset. The list isheaded by the 12 Golay cosets of Corollary 9, followed by 48 cosets whose maximum PMEPR is exactly 3.The maximum PMEPR for the cosets in the �rst quarter of the list is no greater than 4; for 8 carriers thisis true for the �rst half of the list. Table IX summarises options for octary coding for 16 and 32 carriers,the option numbers corresponding to those in Table VIII. Option 2 uses coset representatives whose valuesare four times those of the binary Option 2. Option 4 has smaller maximum PMEPR than the quaternaryOption 4 because it uses 12 Golay cosets together with 20 of the 48 cosets having maximum PMEPR of 3.The parameters of Option 5 coincide with those proposed independently in [35].D. CommentsThe coset ordering process illustrated for binary, quaternary and octary modulation can clearly be appliedto larger values of h. Since these coding schemes are all based on the same formal generator matrix forRM2h(1;m), interpreted over di�erent alphabets Z2h, it is simple to change adaptively between coding optionsaccording to the propagation channel and evolving system requirements. In this way we obtain 
exible codingschemes which combine tight control of PMEPR with powerful error correction capability and structuredencoding. E�cient methods of decoding will be discussed in Section V.The numerical results presented demonstrate, at least for small values of h and m, that partitioning thecodewords of RM2(2;m) (in the case h = 1) or ZRM2h(2;m) (in the cases h > 1) into cosets of RM2h(1;m) isan e�ective method of isolating those codewords with large values of PMEPR. Indeed, the maximum PMEPRover the entire second-order code space is 2m, and yet for small values of h andm we typically need reduce thisspace by a factor of only two or four (losing just one or two encoding bits) to reduce the maximum PMEPRto at most 4.Based on numerical evidence for the quaternary case we speculate that for all m the maximum PMEPRover any coset of RM4(1;m) in ZRM4(2;m) is an exact power of 2. Cammarano and Walker [9] have shownthat the Golay cosets of Corollary 9 always attain the upper bound of 2 on their maximum PMEPR, whichestablishes this speculation for m!=2 of the 2m(m�1)=2 quaternary cosets. ([9] also shows that the binary Golaycosets of Corollary 6 attain the upper bound of 2 on their maximum PMEPR when m is odd and [38] containsfurther results along these lines.)We further speculate that a coset of RM4(1;m) in ZRM4(2;m) having maximum PMEPR of 2� comprisessequences belonging to a Golay complementary 2�-tuple (de�ned analogously to the case � = 1 given inDe�nition 1). A straightforward modi�cation of Theorem 2 would then give the correct maximum PMEPR.Paterson's work [38] contains signi�cant results on this question, showing that each such coset comprisessequences belonging to a Golay complementary 2�-tuple for some � � � and that � = � in certain cases.These results allow tables such as Tables III/IV to be predicted at least in part.



13We note that the octary Tables V/VI contain a striking feature that is not present in the comparable binaryand quaternary Tables I/II and III/IV, namely that 48 cosets of RM8(1; 4) in ZRM8(2; 4) have maximumPMEPR of exactly 3. Nieswand and Wagner [36] have partially explained this by exhibiting, for each m > 2,a total of 2 �m! cosets of RM8(1;m) in ZRM8(2;m) each of which contains a codeword whose envelope powerP (t) satis�es P (0) = 3 � 2m; in the cases m = 3 and m = 4 the 2 �m! cosets so identi�ed are precisely thosewhose maximum PMEPR is exactly 3. V. DecodingAn important attraction of the binary Reed-Muller code for applications purposes is that it is easy todecode. In particular, the �rst-order code RM2(1;m) can be decoded very e�ciently by means of the fastHadamard transform (FHT). In this section we give a fast decoding algorithm for RM2h(1;m) for any h � 1,requiring h FHTs and h encoding operations in RM2h(1;m). This algorithm acts as a decoder for RM2h(1;m)with respect to both Hamming and Lee distance: it always corrects errors of Hamming or Lee weight lessthan the limit d=2 = 2m�2 guaranteed by the minimum Hamming or Lee distance d = 2m�1 of the code(see Theorem 10). In fact the class of errors which can always be corrected by the algorithm includes manywhose Hamming or Lee weight greatly exceeds this limit. The algorithm can be used for soft-decision aswell as hard-decision decoding. It is scalable in the sense that the decoder for RM2h+1(1;m) can be obtaineddirectly from the decoder for RM2h(1;m) simply by including one additional iteration. We also extend thedecoding algorithm, while maintaining its favourable properties, to deal with an arbitrary union of cosets ofRM2h(1;m). This extension e�ciently decodes any of the coding schemes of Section IV.We remark that Ashikhmin and Litsyn [4] give an extension to non-binary cases of the standard FHTmethod for decoding RM2(1;m) but their extension applies to GRM(1;m) rather than to RM2h(1;m) (seeSection III). We also note that van Nee [35] implicitly gives a hard-decision decoder for RM2h(1; 3) withrespect to Hamming (and therefore, by Theorem 10, Lee) distance but does not analyse which errors ofHamming weight greater than 1 can be corrected by this decoder and makes no mention of Lee weight.We begin by summarising the standard FHT method for decoding RM2(1;m), as described in [31].De�nition 12: The Sylvester-Hadamard matrix H2m = (Hij) of order 2m is given by Hij = (�1)Pmk=1 ikjkfor i; j 2 Z2m, where (i1; i2; : : : ; im) and (j1; j2; : : : ; jm) are the binary representation of i and j respectively.The Hadamard transform of the row vector y = (y0; y1; : : : ; y2m�1) is ŷ = yH2m .The Hadamard transform ŷ of a sequence y of length 2m can be calculated rapidly by representing H2m asthe product of m sparse matrices; we then call ŷ the fast Hadamard transform (FHT) of y. The FHT can beimplemented in software with m2m additions, and in hardware using the Green machine with m stages.If a is a sequence of length n we shall denote by (a)i the ith element of a for i = 0; 1; : : : ; n� 1. We shallwrite (�1)a for the sequence whose ith element is (�1)(a)i and write a mod 2k for the sequence whose ithelement is (a)i mod 2k (namely the integer j 2 Z2k satisfying (a)i � j � 0 (mod 2k)).Now suppose the codeword c of RM2(1;m) is received in error as r = (c+e) mod 2, where e is a sequence overZ2. The decoding procedure for RM2(1;m) calculates the FHT ŷ of (�1)r and determines a value of j 2 Z2mfor which (ŷ)j is an element of ŷ of largest magnitude. It then sets w = 0 or 1 according as (ŷ)j is positive ornegative, takes (w1; w2; : : : ; wm) to be the binary representation of j, and decodes r as (Pmi=1wixi+w) mod 2.(By truncating intermediate results of the FHT this procedure can actually be implemented in software withfewer than m2m additions [3].) The decoding procedure relies on the fact that the columns of H2m togetherwith the columns of �H2m comprise 2m+1 sequences of the form (�1)a, where a ranges over the codewordsof RM2(1;m). So, in the absence of errors, (ŷ)j is �2m for a unique value j = J and is 0 for each j 6= J . Thee�ect of the error e, having Hamming weight wt(e), is to reduce the magnitude of (ŷ)J from 2m by exactly2wt(e) and to increase the magnitude of (ŷ)j for each j 6= J from 0 by at most the same amount 2wt(e).Therefore provided wt(e) < 2m�2 the decoding procedure correctly decodes r to c. (See Section II for adiscussion of the relationship between Boolean functions and binary representations.)The following de�nition will be useful in describing the decoding algorithm for RM2h(1;m).De�nition 13: Let a = (a0; a1; : : : ; an�1) be an integer sequence and let i be an integer. We de�ne wt2k(i)to be min(i mod 2k; 2k � (i mod 2k)) and wt2k(a) to be Pn�1i=0 wt2k(ai).wt2k(a) is equal to the Lee weight over Z2k of the sequence a mod 2k (see Section III).



14We now introduce the decoding algorithm by outlining the octary case h = 3. Suppose the codewordc 2 RM8(1;m) is received in error as r = (c+e) mod 8, where e is a sequence over Z8. Write c = (Pmi=1 uixi+u) mod 8, where ui; u 2 Z8. Let (vi2; vi1; vi0) be the binary representation of ui and let (v2; v1; v0) be thebinary representation of u, so that ui = 4vi2 + 2vi1 + vi0 and u = 4v2 + 2v1 + v0. Thenc = (4f2 + 2f1 + f0) mod 8; (13)where f2 = ( mXi=1 vi2xi + v2) mod 2; (14)f1 = ( mXi=1 vi1xi + v1) mod 4; (15)f0 = ( mXi=1 vi0xi + v0) mod 8: (16)Write the error e uniquely as e = 4e2 + 2e1 + e0, where each ek is a sequence over Z2, so thatr = (4(f2 + e2) + 2(f1 + e1) + (f0 + e0)) mod 8: (17)Using the FHT, the decoding algorithm recovers the value f0 by reducing modulo 2, then (assuming f0 hasbeen determined correctly) the value f1 by reducing modulo 4, and �nally (assuming f0 and f1 have beendetermined correctly) the value f2; c is then recovered from (13).Now r mod 2 = (f0 mod 2+ e0) mod 2, and we know from (16) that f0 mod 2 is a codeword in RM2(1;m).Therefore provided wt2(e0) < 2m�2 we can use the standard binary decoder for RM2(1;m) to recover thebinary coe�cients vi0; v0 for f0 mod 2, and then calculate f0 from (16).We next set r1 = (r � f0) mod 8. From (17), r1 mod 4 = (2(f1 mod 2) + (2e1 + e0)) mod 4. From (15),f1 mod 2 is a codeword in RM2(1;m). We de�ne the sequence y by (y)i = 1�wt4((r1)i) for i = 0; 1; : : : ; 2m�1and take ŷ to be the FHT of y. Now if e0 = 0 then y = (�1)(f1+e1) mod 2 and so this stage of the algorithmsimply decodes f1 mod 2 in the presence of the error e1 using the standard binary method; ŷj is �2m for aunique value j = J and is 0 for each j 6= J . However if e0 6= 0 then (y)i = 0 for all positions i such that(e0)i = 1. This e�ectively removes from consideration those elements of y identi�ed as error positions by theFHT from the previous stage. We shall show that the e�ect of the error e is to reduce the magnitude of (ŷ)Jfrom 2m by exactly wt4(2e1+ e0), and to increase the magnitude of (ŷ)j for each j 6= J from 0 by at most thesame amount wt4(2e1 + e0). Therefore provided wt4(2e1 + e0) < 2m�1 we can recover the binary coe�cientsvi1; v1 for f1 mod 2 from the position and sign of the transform sequence element of largest magnitude, andthen calculate f1 from (15).The last stage of the decoding algorithm is to set r2 = (r1 � 2f1) mod 8. From (17), r2 = (4(f2 mod 2) +(4e2 + 2e1 + e0)) mod 8, and from (14), f2 mod 2 is a codeword in RM2(1;m). We de�ne the sequence yby (y)i = 2 � wt8((r2)i) for i = 0; 1; : : : ; 2m � 1 and take ŷ to be the FHT of y. If e1 = e0 = 0 theny = 2(�1)(f2+e2) mod 2 so that this stage reduces to the standard decoding of f2 mod 2 in the presence of theerror e2. Otherwise (y)i takes the value 1, 0 or �1 for all positions i such that (2e1 + e0)i 6= 0; this modi�esthe result of the FHT according to the error positions identi�ed by both of the previous FHTs. We shall showthat provided wt8(4e2 + 2e1 + e0) < 2 � 2m�1 we can recover f2 mod 2 and hence f2.Finally we recover c from (13). The conditions for correctly decoding c + e to c are: wt2(e) < 2m�2,wt4(e) < 2m�1, and wt8(e) < 2m.We now give a formal description of the decoding algorithm for any value of h � 1.Algorithm 14: (Decoding algorithm for RM2h(1;m))1. Input the received codeword r as a sequence over Z2h of length 2m. Set k = 0 and r0 = r.2. De�ne the sequence y by (y)i = 2k�1 � wt2k+1((rk)i) for i = 0; 1; : : : ; 2m � 1.



153. Let ŷ be the FHT of y and determine a value of j 2 Z2m for which (ŷ)j is an element of ŷ of largestmagnitude. Let w be 0 or 1 according as (ŷ)j is positive or negative, and let (w1; w2; : : : ; wm) be the binaryrepresentation of j. Set fk = (Pmi=1wixi + w) mod 2h�k.4. If k = h � 1 then output the decoded codeword (2h�1fh�1 + 2h�2fh�2 + : : : + f0) mod 2h. Else setrk+1 = (rk � 2kfk) mod 2h, then increment k and go to Step 2.Theorem 15: Let c be a codeword of RM2h(1;m) and let e be a sequence over Z2h. Given the input(c+ e) mod 2h, Algorithm 14 outputs c provided wt2k+1(e) < 2m+k�2 for k = 0; 1; : : : ; h� 1.Proof: Write c = (Pmi=1 uixi + u) mod 2h, where ui; u 2 Z2h. Let (vi;h�1; vi;h�2; : : : ; vi0) be the binaryrepresentation of ui and let (vh�1; vh�2; : : : ; v0) be the binary representation of u, so that ui = 2h�1vi;h�1 +2h�2vi;h�2+: : :+vi0 and u = 2h�1vh�1+2h�2vh�2+: : :+v0. Then c = (2h�1fh�1+2h�2fh�2+: : :+f0) mod 2h,where fk = ( mXi=1 vikxi + vk) mod 2h�k (18)for k = 0; 1; : : : ; h� 1. Write the error e uniquely ase = 2h�1eh�1 + 2h�2eh�2 + : : :+ e0; (19)where each ek is a sequence over Z2, so that the received codeword r = (c+ e) mod 2h is given byr = (2h�1(fh�1 + eh�1) + 2h�2(fh�2 + eh�2) + : : :+ (f0 + e0)) mod 2h: (20)The algorithm has h passes 0; 1; : : : ; h � 1, and on pass k we determine the value of fk. Assume thatthe values f0; f1; : : : ; fk�1 have been determined correctly. Then Step 4 shows that rk mod 2k+1 = (r �f0 � 2f1 � 22f2 � : : : � 2k�1fk�1) mod 2k+1, and by (19) and (20) we obtain rk mod 2k+1 = (2k(fk mod 2) +e mod 2k+1) mod 2k+1. Now it is straightforward to verify the identity2k�1 � wt2k+1(2k�+ �) � (�1)�(2k�1 � wt2k+1(�)) for all � 2 Z2, � 2 Z2k+1for any integer k � 0. Therefore by Step 2 we have (y)i = (�1)(fk mod 2)i(2k�1 � wt2k+1((e)i)). Since(ŷ)j =P2m�1i=0 (y)iHij, where H = (Hij) is the Sylvester-Hadamard matrix of order 2m, we then have(ŷ)j = 2k�1 2m�1Xi=0 (�1)(fk mod 2)iHij � 2m�1Xi=0 (�1)(fk mod 2)iHij wt2k+1((e)i)= 2k�1((�1)fk mod 2H)j � 2m�1Xi=0 dij wt2k+1((e)i); (21)where each dij = (�1)(fk mod 2)iHij takes the value 1 or �1. Since fk mod 2 is a codeword in RM2(1;m),((�1)fk mod 2H)j is �2m for a unique value j = J and is 0 for each j 6= J . Therefore either diJ = 1 for alli or diJ = �1 for all i. We then see from (21) that the e�ect of the error e is to reduce the magnitude of(ŷ)j from 2k�1 � 2m by exactly wt2k+1(e) for a unique value j = J , and to increase the magnitude of (ŷ)j foreach j 6= J from 0 by at most the same amount. By assumption wt2k+1(e) < 2m+k�2, so we can recover thebinary coe�cients vik; vk for fk mod 2 from the position and sign of the transform sequence element of largestmagnitude, and then calculate fk from (18). 2Note that when k = 0, Step 2 of Algorithm 14 sets y = (�1)r mod 2=2, so pass 0 of the algorithm is the stan-dard binary decoder for RM2(1;m) except that the values �1=2 are used instead of �1. For implementationconvenience we can choose to work with 2y instead of y on pass 0. Note also that we can choose in Step 3 tocalculate fk modulo 2h rather than modulo 2h�k without a�ecting the result.Corollary 16: Algorithm 14 acts as a decoder for RM2h(1;m) with respect to Hamming distance and withrespect to Lee distance.



16Proof: Let c be a codeword of RM2h(1;m) and let e be a transmission error having Hamming weight wt(e).By Theorem 10 it is su�cient to show that Algorithm 14 correctly decodes (c+ e) mod 2h to c provided thatwt(e) < 2m�2. This follows from Theorem 15 by noting that wt2k+1(e) � 2k wt(e) for k = 0; 1; : : : ; h� 1. 2The full power of Algorithm 14 is demonstrated not by Corollary 16 but by Theorem 15. For example,consider the octary case h = 3 withm = 4. Theorem 10 and Corollary 16 guarantee only that an error of Ham-ming (or Lee) weight at most 3 can be corrected and yet by Theorem 15 the error e = (4002101000760400),having Hamming weight 7 and Lee weight 15, can be corrected using Algorithm 14 because it satis�eswt2(e) = 3, wt4(e) = 7 and wt8(e) = 15. We now illustrate the use of the decoding algorithm for thesevalues of h, m and e, taking the codeword c to be 5x1 + 7x2 + 3x3 + 6x4 + 6 = (6417530631642053).The received codeword is r0 = (c + e) mod 8 = (2411631631522453). On pass k = 0 we �nd 2y =(1; 1;�1;�1; 1;�1;�1; 1;�1;�1;�1; 1; 1; 1;�1;�1) andc2y = (�2;�2; 6; 6;�2;�2;�2;�2; 2; 2; 2; 2; 2; 2; 10;�6):We therefore set f0 = (x1+x2+x3) mod 8 = (0011112211222233) and r1 = (r0�f0) mod 8 = (2400527420300220).On pass k = 1 we �nd y = (�1; 1; 1; 1; 0;�1; 0; 1;�1; 1; 0; 1; 1;�1;�1; 1) andŷ = (3;�5;�5; 3; 3;�5;�1;�9; 1; 1;�3;�3; 1; 1; 1; 1):We therefore set f1 = (x2 + x3 + x4 + 1) mod 4 = (1223233012232330) and r2 = (r1 � 2f1) mod 8 =(0042141404724440). On pass k = 2 we �nd y = (2; 2;�2; 0; 1;�2; 1;�2; 2;�2; 1; 0;�2;�2;�2; 2) andŷ = (�3; 5; 1; 9; 9; 1; 9; 1; 3; 3; 11;�5;�1;�17; 3; 3):We therefore set f2 = (x1+x2+x4+1) mod 2 = (1010010101011010). The output of the decoding algorithmis (4f2 + 2f1 + f0) mod 8 = (6417530631642053), which is the original codeword.Under the encoding schemes of Section IV information symbols ui; u 2 Z2h are used to form the codeword(Pmi=1 uixi+ u) mod 2h of RM2h(1;m). These information symbols can be recovered directly using the abovedecoding algorithm: in the above example the output is determined as (4(x1+x2+x4+1)+2(x2+x3+x4+1) + (x1 + x2 + x3)) mod 8 = (5x1 + 7x2 + 3x3 + 6x4 + 6) mod 8. Furthermore the binary representation ofthe information symbols ui; u gives the original information bits, so these can also be recovered directly fromthe algorithm as the coe�cients vik; vk for k = 0; 1; : : : ; h � 1. Now pass k of the algorithm can determineincorrectly the value fk if the error e does not satisfy wt2k+1(e) < 2m+k�2. If this happens then subsequentpasses can determine incorrectly the values fk+1; fk+2; : : : ; fh�1 so that the decoded codeword can have largeLee distance from the original codeword. However provided the values f0; f1; : : : ; fk�1 are all determinedcorrectly then at least k(m + 1) information bits (namely the coe�cients vij ; vj for i = 1; 2; : : : ;m andj = 0; 1; : : : k � 1) out of the original h(m+ 1) will be determined correctly.The principal computational requirement for Algorithm 14 is h integer-valued FHTs and h summations ofthe form (Pmi=1 wixi + w) mod 2h. Each summation can be calculated using whatever software or hardwareprocedure is used to encode the information symbols ui; u as the element (Pmi=1 uixi+u) mod 2h of RM2h(1;m).We have presented Algorithm 14 as a hard-decision decoder (acting on a sequence whose elements areintegers in Z2h), but it can also be used as a soft-decision decoder (acting on a sequence whose elements arereal numbers in the range [0; 2h)). We simply need to extend De�nition 13 for wt2k(i) to deal with real-valuedi by taking i mod 2k to be the real number j in the range [0; 2k) satisfying i� j � 0 (mod 2k).Algorithm 14 can be modi�ed as follows. Replace the de�nition of y in Step 2 by v = (rk mod 2k+1)=2k andy = (�1)v , calculate ek = (v+ fk) mod 2 at the end of Step 3, and replace the equation for rk+1 in Step 4 byrk+1 = (rk � 2k(fk + ek)) mod 2h. Then on pass k, assuming f0; f1; : : : ; fk�1 have been determined correctly,Step 2 sets y = (�1)(fk+ek) mod 2 and Step 3 uses the standard binary decoder for RM2(1;m) to �nd fk mod 2(and hence fk) and ek. The modi�ed conditions for correcting the error e de�ned by (19) are wt2(ek) < 2m�2for k = 0; 1; : : : ; h � 1. Both the original Algorithm 14 and this modi�cation act as decoders for RM2h(1;m)with respect to Hamming and Lee distance; beyond the limit guaranteed by the minimum distance of thecode both perform well but neither one is uniformly better than the other.



17We now extend Algorithm 14 to decode e�ciently an arbitrary union of cosets of RM2h(1;m). The supercodedecoding method for decoding the union of cosets of a code C, as described in [11] for binary codes, involvessubtracting each possible coset representative in turn from the received codeword and decoding the result asan element of C; the best decoding result in C determines the coset representative. We shall modify thismethod by interleaving the subtraction of the coset representatives with the h passes of Algorithm 14 to givea substantially faster algorithm (for h > 1) than would be obtained by applying Algorithm 14 in full to eachcoset of RM2h(1;m).Algorithm 17: (Decoding algorithm for an arbitrary union of cosets of RM2h(1;m))1. Input the received codeword r as a sequence over Z2h of length 2m and input the predetermined set G = fggof coset representatives of RM2h(1;m). Set k = 0 and r0 = r.2. Let fz1; z2; : : : ; zsg be the distinct values of g mod 2k+1 as g takes all values in G. Set l = 1 and Y = 0.3. De�ne the sequence y by (y)i = 2k�1 � wt2k+1((rk � zl)i) for i = 0; 1; : : : ; 2m � 1.4. Let ŷ be the FHT of y and determine a value of j 2 Z2m for which (ŷ)j is an element of ŷ of largestmagnitude.5. If j(ŷ)j j > jY j then set Y = (ŷ)j , J = j and L = l.6. If l = s then go to Step 7. Else increment l and go to Step 3.7. Let w be 0 or 1 according as Y is positive or negative, and let (w1; w2; : : : ; wm) be the binary representationof J . Set fk = (Pmi=1wixi+w) mod 2h�k. Remove from G each coset representative g for which g mod 2k+1 6=zL.8. If k = h� 1 then output the decoded codeword (g+2h�1fh�1+2h�2fh�2+ : : :+ f0) mod 2h for the singleremaining g 2 G. Else set rk+1 = (rk � 2kfk) mod 2h, then increment k and go to Step 2.In the case h = 1, Algorithm 17 reduces to the standard supercode decoding method and can be used todecode the binary coding schemes of Section IV (involving one or more cosets of RM2(1;m) in RM2(2;m)).In the cases h > 1 we can use Algorithm 17 to decode e�ciently the non-binary coding schemes of Section IV(involving one or more cosets of RM2h(1;m) in ZRM2h(2;m)).Theorem 18: Let G = fgg be a set of coset representatives of RM2h(1;m) in ZRM2h(2;m), let c be acodeword of the code fg+RM2h(1;m) j g 2 Gg and let e be a sequence over Z2h. Given the input (c+e) mod 2h,Algorithm 17 outputs c provided that for k = 0; 1; : : : ; h� 1,wt2k+1(e) < � 2m+k�3 if G contains g; g0 which are equal modulo 2k but distinct modulo 2k+12m+k�2 otherwise.Proof: The proof is similar to that of Theorem 15. Write c = (g +Pmi=1 uixi + u) mod 2h, where ui; u 2 Z2hand g 2 G. Write g uniquely as g = 2h�1gh�1 + 2h�2gh�2 + : : : + g0, where each gk is a sequence over Z2.Then c = (g+2h�1fh�1+2h�2fh�2+ : : :+ f0) mod 2h and the received codeword r = (c+ e) mod 2h is givenby r = (2h�1(gh�1 + fh�1 + eh�1) + 2h�2(gh�2 + fh�2 + eh�2) + : : :+ (g0 + f0 + e0)) mod 2h;where fk and ek are as previously.The algorithm has h passes 0; 1; : : : ; h � 1, and on pass k we determine the value of fk and gk and discardany g0 2 G for which g0k 6= gk. On pass k Steps 3 to 6 perform a FHT for each remaining group of cosetrepresentatives in G having the same value modulo 2k+1, and select one such group by �nding a transformsequence element of largest magnitude amongst all the FHTs. Assume that the values f0; f1; : : : ; fk�1 andg0; g1; : : : ; gk�1 have been determined correctly. Note that all the remaining coset representatives in G mustbe equal modulo 2k. If they are also all equal modulo 2k+1 then gk is determined and fk can be recovered asin the proof of Theorem 15 because by assumption wt2k+1(e) < 2m+k�2. Therefore assume that G contains acoset representative g0 for which g0 mod 2k+1 = 2kg0k + 2k�1gk�1 + 2k�2gk�2 + : : : + g0, where g0k 6= gk.Suppose that Step 3 selects the value zl = g0 mod 2k+1. Then Step 8 shows that (rk � zl) mod 2k+1 =(2k((gk � g0k + fk) mod 2) + e mod 2k+1) mod 2k+1. By a similar argument to that used previously it followsthat (ŷ)j = 2k�1((�1)(gk�g0k+fk) mod 2H)j � 2m�1Xi=0 dij wt2k+1((e)i); (22)



18where each dij = (�1)((gk�g0k+fk) mod 2)iHij takes the value 1 or �1 and H = (Hij) is the Sylvester-Hadamardmatrix of order 2m. Now fk mod 2 is a codeword in RM2(1;m) and we see (by expressing gk and g0k insimilar manner to (18)) that (gk � g0k) mod 2 is a codeword in RM2(2;m) n RM2(1;m). Since the minimumHamming distance of RM2(2;m) is 2m�2 we conclude that ((�1)(gk�g0k+fk) mod 2H)j has magnitude at most2m � 2 � 2m�2 = 2m�1 for each j. (22) then implies that (ŷ)j has magnitude at most 2m+k�2 + wt2k+1(e) foreach j.In contrast if Step 3 selects the value zl = g mod 2k+1 we know from the proof of Theorem 15 that (ŷ)j hasmagnitude exactly 2m+k�1 � wt2k+1(e) for a unique value of j and has magnitude at most wt2k+1(e) for eachother j. By assumption wt2k+1(e) < 2m+k�3 and therefore we can recover fk and gk. 2Corollary 19: Algorithm 17 acts as a decoder for an arbitrary union of cosets of RM2h(1;m) in ZRM2h(2;m)with respect to Hamming distance and with respect to Lee distance.Proof: The proof for Hamming distance follows from Theorem 10 in similar manner to the proof of Corol-lary 16. For Lee distance, note that the condition for k = 0 in Theorem 18 is wt2(e) < 2m�2 because allcoset representatives of RM2h(1;m) in ZRM2h(2;m) are equal modulo 2. The result follows from Theorems 10and 18 since wt2k+1(e) � wt2h(e) for k = 0; 1; : : : ; h� 1 and the Lee weight over Z2h of e is wt2h(e). 2The number of encoding operations in RM2h(1;m) required by Algorithm 17 is h. The number of FHTsrequired is at least h and at most h+ jGj � 1: if g; g0 2 G are equal modulo 2k but distinct modulo 2k+1 thenthe algorithm can choose between them using two FHTs. In fact the expected number of FHTs can be lessthan h+ (jGj � 1)=2 because the algorithm can choose between groups of coset representatives. For example,consider the code to be the union of the �rst 32 cosets of RM8(1; 4) in ZRM8(2; 4) listed in Tables V/VI(given as Option 4 in Table IX) and suppose the actual coset representative is not one of the �rst twelve ofthe list. Since these twelve cosets are all equal modulo 4 they can be eliminated from consideration with asingle FHT on pass 1. Algorithm 17 can be further speeded up by calculating in parallel those FHTs whichchoose between groups of coset representatives.The decoded coset representative g can be output separately by Algorithm 17. The information bits usedin any of the encoding schemes of Section IV to select a coset representative (or an ordered pair of cosetrepresentatives, in the case of a composition coding scheme) can be found by inverting the encoding look-uptable.When all the cosets of RM2h(1;m) in Algorithm 17 belong to a code with known error correction propertieswe can optionally truncate the selection procedure for coset representatives modulo 2k+1, speci�ed by Steps 3to 6, when a transform sequence element of su�ciently large magnitude is encountered. For example thenon-binary coding schemes of Section IV involve cosets all belonging to the code ZRM2h(2;m). We know thatin this case the original codeword c can be recovered subject to the conditions given in Theorem 18. If weassume that these conditions hold then the proof of the theorem shows that in the case s > 1 (when there ismore than one coset representative modulo 2k+1 to choose from on pass k) the correct value of gk is indicateduniquely when the magnitude of (ŷ)j calculated in Step 4 exceeds 2m+k�1 � 2m+k�3 = 3 � 2m+k�3. Thereforeupon encountering such a value of (ŷ)j we can choose to ignore further coset representatives zl+1; zl+2; : : : ; zson this pass by replacing the condition l = s in Step 6 by the condition jY j > 3 � 2m+k�3 or l = s.As a further example of this truncation technique, consider the non-binary coding schemes of Section IV forwhich m � 4 is even and each coset representative in G is of the form 2h�1gh�1, where the binary coset gh�1+RM2(1;m) belongs to a Kerdock code of length 2m. Then for distinct 2h�1gh�1; 2h�1g0h�1 in G we know fromSection III that (gh�1�g0h�1+fh�1) mod 2 is a bent function and therefore that ((�1)(gh�1�g0h�1+fh�1) mod 2H)jhas magnitude 2m=2 for all j. Then, following the proof of Theorem 18, the conditions for correcting the errore improve from those given in Theorem 18 towt2k+1(e) < � 2h�3(2m � 2m=2) for k = h� 12m+k�2 for k = 0; 1; : : : ; h� 2.The coset representatives in G are all equal modulo 2k+1 except on pass h� 1; to speed up this pass we canoptionally use a truncation criterion of jY j > 2h�3(2m+2m=2). In particular, Option 2 of Table IX, described
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u12 u13 u14 u23 u24 u34 Coset representative Max PEP1 0 0 1 0 1 (0 0 0 1 0 0 1 0 0 0 0 1 1 1 0 1) 31.591 1 0 0 0 1 (0 0 0 1 0 0 0 1 0 0 1 0 1 1 0 1) 31.940 1 0 1 1 0 (0 0 0 0 0 1 1 0 0 0 1 1 0 1 0 1) 31.951 0 0 0 1 1 (0 0 0 1 0 1 0 0 0 0 0 1 1 0 1 1) 31.980 1 0 0 1 1 (0 0 0 1 0 1 0 0 0 0 1 0 0 1 1 1) 31.980 0 1 1 0 1 (0 0 0 1 0 0 1 0 0 1 0 0 0 1 1 1) 31.980 1 1 0 1 0 (0 0 0 0 0 1 0 1 0 1 1 0 0 0 1 1) 31.981 0 1 0 0 1 (0 0 0 1 0 0 0 1 0 1 0 0 1 0 1 1) 31.981 1 0 0 1 0 (0 0 0 0 0 1 0 1 0 0 1 1 1 0 0 1) 31.991 0 1 1 0 0 (0 0 0 0 0 0 1 1 0 1 0 1 1 0 0 1) 31.990 0 1 1 1 0 (0 0 0 0 0 1 1 0 0 1 0 1 0 0 1 1) 32.000 1 1 1 0 0 (0 0 0 0 0 0 1 1 0 1 1 0 0 1 0 1) 32.001 0 0 0 0 1 (0 0 0 1 0 0 0 1 0 0 0 1 1 1 1 0) 49.820 0 1 1 0 0 (0 0 0 0 0 0 1 1 0 1 0 1 0 1 1 0) 49.870 1 0 0 1 0 (0 0 0 0 0 1 0 1 0 0 1 1 0 1 1 0) 49.980 1 1 0 1 1 (0 0 0 1 0 1 0 0 0 1 1 1 0 0 1 0) 50.881 0 1 0 1 1 (0 0 0 1 0 1 0 0 0 1 0 0 1 1 1 0) 51.101 1 0 1 1 0 (0 0 0 0 0 1 1 0 0 0 1 1 1 0 1 0) 51.121 0 0 1 1 1 (0 0 0 1 0 1 1 1 0 0 0 1 1 0 0 0) 51.650 0 1 1 1 1 (0 0 0 1 0 1 1 1 0 1 0 0 0 0 1 0) 51.761 0 1 1 1 0 (0 0 0 0 0 1 1 0 0 1 0 1 1 1 0 0) 51.811 1 1 0 1 0 (0 0 0 0 0 1 0 1 0 1 1 0 1 1 0 0) 52.871 1 1 1 0 0 (0 0 0 0 0 0 1 1 0 1 1 0 1 0 1 0) 52.900 1 1 1 0 1 (0 0 0 1 0 0 1 0 0 1 1 1 0 1 0 0) 53.471 1 1 0 0 1 (0 0 0 1 0 0 0 1 0 1 1 1 1 0 0 0) 53.560 1 0 1 1 1 (0 0 0 1 0 1 1 1 0 0 1 0 0 1 0 0) 53.821 1 0 1 0 1 (0 0 0 1 0 0 1 0 0 0 1 0 1 1 1 0) 53.990 0 0 0 1 1 (0 0 0 1 0 1 0 0 0 0 0 1 0 1 0 0) 64.000 0 0 1 0 1 (0 0 0 1 0 0 1 0 0 0 0 1 0 0 1 0) 64.000 0 0 1 1 0 (0 0 0 0 0 1 1 0 0 0 0 0 0 1 1 0) 64.000 0 1 0 0 1 (0 0 0 1 0 0 0 1 0 1 0 0 0 1 0 0) 64.000 0 1 0 1 0 (0 0 0 0 0 1 0 1 0 1 0 1 0 0 0 0) 64.00...[Continued in Table II]TABLE IBinary coding with 16 carriers: the 64 cosets of RM2(1; 4) in RM2(2; 4), ordered by maximum PEPover the coset. Coset representatives are Pi<j uijxixj and the PEP of each sequence is calculatedusing 256 times oversampling.
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u12 u13 u14 u23 u24 u34 Coset representative Max PEP...0 0 1 0 1 1 (0 0 0 1 0 1 0 0 0 1 0 0 0 0 0 1) 64.000 1 0 0 0 1 (0 0 0 1 0 0 0 1 0 0 1 0 0 0 1 0) 64.000 1 0 1 0 0 (0 0 0 0 0 0 1 1 0 0 1 1 0 0 0 0) 64.000 1 0 1 0 1 (0 0 0 1 0 0 1 0 0 0 1 0 0 0 0 1) 64.000 1 1 0 0 0 (0 0 0 0 0 0 0 0 0 1 1 0 0 1 1 0) 64.000 1 1 1 1 0 (0 0 0 0 0 1 1 0 0 1 1 0 0 0 0 0) 64.000 1 1 1 1 1 (0 0 0 1 0 1 1 1 0 1 1 1 0 0 0 1) 64.001 0 0 0 1 0 (0 0 0 0 0 1 0 1 0 0 0 0 1 0 1 0) 64.001 0 0 1 0 0 (0 0 0 0 0 0 1 1 0 0 0 0 1 1 0 0) 64.001 0 0 1 1 0 (0 0 0 0 0 1 1 0 0 0 0 0 1 0 0 1) 64.001 0 1 0 0 0 (0 0 0 0 0 0 0 0 0 1 0 1 1 0 1 0) 64.001 0 1 1 0 1 (0 0 0 1 0 0 1 0 0 1 0 0 1 0 0 0) 64.001 0 1 1 1 1 (0 0 0 1 0 1 1 1 0 1 0 0 1 1 0 1) 64.001 1 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 1 1 1 1 0 0) 64.001 1 0 0 1 1 (0 0 0 1 0 1 0 0 0 0 1 0 1 0 0 0) 64.001 1 0 1 1 1 (0 0 0 1 0 1 1 1 0 0 1 0 1 0 1 1) 64.001 1 1 0 0 0 (0 0 0 0 0 0 0 0 0 1 1 0 1 0 0 1) 64.001 1 1 0 1 1 (0 0 0 1 0 1 0 0 0 1 1 1 1 1 0 1) 64.001 1 1 1 0 1 (0 0 0 1 0 0 1 0 0 1 1 1 1 0 1 1) 64.001 1 1 1 1 0 (0 0 0 0 0 1 1 0 0 1 1 0 1 1 1 1) 64.001 1 1 1 1 1 (0 0 0 1 0 1 1 1 0 1 1 1 1 1 1 0) 98.950 1 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 1 1 0 0 1 1) 99.720 1 1 0 0 1 (0 0 0 1 0 0 0 1 0 1 1 1 0 1 1 1) 101.431 1 0 1 0 0 (0 0 0 0 0 0 1 1 0 0 1 1 1 1 1 1) 101.560 0 0 1 0 0 (0 0 0 0 0 0 1 1 0 0 0 0 0 0 1 1) 105.601 0 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 0 0 1 1 1 1) 105.850 0 0 1 1 1 (0 0 0 1 0 1 1 1 0 0 0 1 0 1 1 1) 106.220 0 0 0 1 0 (0 0 0 0 0 1 0 1 0 0 0 0 0 1 0 1) 106.411 0 1 0 1 0 (0 0 0 0 0 1 0 1 0 1 0 1 1 1 1 1) 106.690 0 0 0 0 1 (0 0 0 1 0 0 0 1 0 0 0 1 0 0 0 1) 109.480 0 1 0 0 0 (0 0 0 0 0 0 0 0 0 1 0 1 0 1 0 1) 109.750 0 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) 256.00TABLE IIContinuation of Table I.



24
u12 u13 u14 u23 u24 u34 Coset representative Max PEP0 0 1 1 0 1 (0 0 0 2 0 0 2 0 0 2 0 0 0 2 2 2) 32.000 1 0 0 1 1 (0 0 0 2 0 2 0 0 0 0 2 0 0 2 2 2) 32.000 1 0 1 1 0 (0 0 0 0 0 2 2 0 0 0 2 2 0 2 0 2) 32.000 1 1 1 0 0 (0 0 0 0 0 0 2 2 0 2 2 0 0 2 0 2) 32.001 0 0 0 1 1 (0 0 0 2 0 2 0 0 0 0 0 2 2 0 2 2) 32.001 0 0 1 0 1 (0 0 0 2 0 0 2 0 0 0 0 2 2 2 0 2) 32.001 0 1 0 0 1 (0 0 0 2 0 0 0 2 0 2 0 0 2 0 2 2) 32.001 0 1 1 0 0 (0 0 0 0 0 0 2 2 0 2 0 2 2 0 0 2) 32.001 1 0 0 0 1 (0 0 0 2 0 0 0 2 0 0 2 0 2 2 0 2) 32.001 1 0 0 1 0 (0 0 0 0 0 2 0 2 0 0 2 2 2 0 0 2) 32.000 0 1 1 1 0 (0 0 0 0 0 2 2 0 0 2 0 2 0 0 2 2) 32.000 1 1 0 1 0 (0 0 0 0 0 2 0 2 0 2 2 0 0 0 2 2) 32.000 0 0 1 0 1 (0 0 0 2 0 0 2 0 0 0 0 2 0 0 2 0) 64.000 0 0 1 1 0 (0 0 0 0 0 2 2 0 0 0 0 0 0 2 2 0) 64.000 0 1 0 1 1 (0 0 0 2 0 2 0 0 0 2 0 0 0 0 0 2) 64.000 0 1 1 0 0 (0 0 0 0 0 0 2 2 0 2 0 2 0 2 2 0) 64.000 0 1 1 1 1 (0 0 0 2 0 2 2 2 0 2 0 0 0 0 2 0) 64.000 1 0 0 0 1 (0 0 0 2 0 0 0 2 0 0 2 0 0 0 2 0) 64.000 1 0 0 1 0 (0 0 0 0 0 2 0 2 0 0 2 2 0 2 2 0) 64.000 1 0 1 0 1 (0 0 0 2 0 0 2 0 0 0 2 0 0 0 0 2) 64.000 1 0 1 1 1 (0 0 0 2 0 2 2 2 0 0 2 0 0 2 0 0) 64.000 1 1 0 0 0 (0 0 0 0 0 0 0 0 0 2 2 0 0 2 2 0) 64.000 1 1 0 1 1 (0 0 0 2 0 2 0 0 0 2 2 2 0 0 2 0) 64.000 1 1 1 0 1 (0 0 0 2 0 0 2 0 0 2 2 2 0 2 0 0) 64.000 1 1 1 1 1 (0 0 0 2 0 2 2 2 0 2 2 2 0 0 0 2) 64.001 0 0 0 0 1 (0 0 0 2 0 0 0 2 0 0 0 2 2 2 2 0) 64.001 0 0 0 1 0 (0 0 0 0 0 2 0 2 0 0 0 0 2 0 2 0) 64.001 0 0 1 0 0 (0 0 0 0 0 0 2 2 0 0 0 0 2 2 0 0) 64.001 0 0 1 1 0 (0 0 0 0 0 2 2 0 0 0 0 0 2 0 0 2) 64.001 0 0 1 1 1 (0 0 0 2 0 2 2 2 0 0 0 2 2 0 0 0) 64.001 0 1 0 0 0 (0 0 0 0 0 0 0 0 0 2 0 2 2 0 2 0) 64.001 0 1 0 1 1 (0 0 0 2 0 2 0 0 0 2 0 0 2 2 2 0) 64.00...[Continued in Table IV]TABLE IIIQuaternary coding with 16 carriers: the 64 cosets of RM4(1; 4) in ZRM4(2; 4), ordered by maximumPEP over the coset. Coset representatives are 2Pi<j uijxixj and the PEP of each sequence iscalculated using 1 times oversampling.
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u12 u13 u14 u23 u24 u34 Coset representative Max PEP...1 0 1 1 1 0 (0 0 0 0 0 2 2 0 0 2 0 2 2 2 0 0) 64.001 0 1 1 1 1 (0 0 0 2 0 2 2 2 0 2 0 0 2 2 0 2) 64.001 1 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 2 2 2 2 0 0) 64.001 1 0 1 0 1 (0 0 0 2 0 0 2 0 0 0 2 0 2 2 2 0) 64.001 1 0 1 1 0 (0 0 0 0 0 2 2 0 0 0 2 2 2 0 2 0) 64.001 1 1 0 0 0 (0 0 0 0 0 0 0 0 0 2 2 0 2 0 0 2) 64.001 1 1 0 0 1 (0 0 0 2 0 0 0 2 0 2 2 2 2 0 0 0) 64.001 1 1 0 1 0 (0 0 0 0 0 2 0 2 0 2 2 0 2 2 0 0) 64.001 1 1 0 1 1 (0 0 0 2 0 2 0 0 0 2 2 2 2 2 0 2) 64.001 1 1 1 0 0 (0 0 0 0 0 0 2 2 0 2 2 0 2 0 2 0) 64.000 0 0 0 1 1 (0 0 0 2 0 2 0 0 0 0 0 2 0 2 0 0) 64.000 0 1 0 0 1 (0 0 0 2 0 0 0 2 0 2 0 0 0 2 0 0) 64.000 0 1 0 1 0 (0 0 0 0 0 2 0 2 0 2 0 2 0 0 0 0) 64.000 1 0 1 0 0 (0 0 0 0 0 0 2 2 0 0 2 2 0 0 0 0) 64.000 1 1 1 1 0 (0 0 0 0 0 2 2 0 0 2 2 0 0 0 0 0) 64.001 0 1 1 0 1 (0 0 0 2 0 0 2 0 0 2 0 0 2 0 0 0) 64.001 1 0 0 1 1 (0 0 0 2 0 2 0 0 0 0 2 0 2 0 0 0) 64.001 1 0 1 1 1 (0 0 0 2 0 2 2 2 0 0 2 0 2 0 2 2) 64.001 1 1 1 0 1 (0 0 0 2 0 0 2 0 0 2 2 2 2 0 2 2) 64.001 1 1 1 1 0 (0 0 0 0 0 2 2 0 0 2 2 0 2 2 2 2) 64.001 1 0 1 0 0 (0 0 0 0 0 0 2 2 0 0 2 2 2 2 2 2) 128.000 0 0 0 0 1 (0 0 0 2 0 0 0 2 0 0 0 2 0 0 0 2) 128.000 0 0 0 1 0 (0 0 0 0 0 2 0 2 0 0 0 0 0 2 0 2) 128.000 0 0 1 0 0 (0 0 0 0 0 0 2 2 0 0 0 0 0 0 2 2) 128.000 0 0 1 1 1 (0 0 0 2 0 2 2 2 0 0 0 2 0 2 2 2) 128.000 1 1 0 0 1 (0 0 0 2 0 0 0 2 0 2 2 2 0 2 2 2) 128.001 0 1 0 1 0 (0 0 0 0 0 2 0 2 0 2 0 2 2 2 2 2) 128.000 0 1 0 0 0 (0 0 0 0 0 0 0 0 0 2 0 2 0 2 0 2) 128.000 1 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 2 2 0 0 2 2) 128.001 0 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 0 0 2 2 2 2) 128.001 1 1 1 1 1 (0 0 0 2 0 2 2 2 0 2 2 2 2 2 2 0) 128.000 0 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) 256.00TABLE IVContinuation of Table III.
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u12 u13 u14 u23 u24 u34 Coset representative Max PEP0 0 2 2 0 2 (0 0 0 4 0 0 4 0 0 4 0 0 0 4 4 4) 32.002 0 0 0 2 2 (0 0 0 4 0 4 0 0 0 0 0 4 4 0 4 4) 32.002 0 0 2 0 2 (0 0 0 4 0 0 4 0 0 0 0 4 4 4 0 4) 32.002 0 2 0 0 2 (0 0 0 4 0 0 0 4 0 4 0 0 4 0 4 4) 32.002 0 2 2 0 0 (0 0 0 0 0 0 4 4 0 4 0 4 4 0 0 4) 32.002 2 0 0 0 2 (0 0 0 4 0 0 0 4 0 0 4 0 4 4 0 4) 32.002 2 0 0 2 0 (0 0 0 0 0 4 0 4 0 0 4 4 4 0 0 4) 32.000 0 2 2 2 0 (0 0 0 0 0 4 4 0 0 4 0 4 0 0 4 4) 32.000 2 0 2 2 0 (0 0 0 0 0 4 4 0 0 0 4 4 0 4 0 4) 32.000 2 0 0 2 2 (0 0 0 4 0 4 0 0 0 0 4 0 0 4 4 4) 32.000 2 2 0 2 0 (0 0 0 0 0 4 0 4 0 4 4 0 0 0 4 4) 32.000 2 2 2 0 0 (0 0 0 0 0 0 4 4 0 4 4 0 0 4 0 4) 32.001 0 2 2 1 0 (0 0 0 0 0 2 4 6 0 4 0 4 2 0 6 4) 48.001 2 1 0 2 0 (0 0 0 0 0 4 0 4 0 2 4 6 2 0 6 4) 48.000 0 2 2 1 1 (0 0 0 2 0 2 4 0 0 4 0 6 0 6 4 4) 48.000 1 2 2 0 1 (0 0 0 2 0 0 4 6 0 4 2 0 0 4 6 4) 48.001 2 0 1 2 0 (0 0 0 0 0 4 2 6 0 0 4 4 2 6 0 4) 48.000 2 0 1 2 1 (0 0 0 2 0 4 2 0 0 0 4 6 0 4 6 4) 48.000 2 1 0 2 1 (0 0 0 2 0 4 0 6 0 2 4 0 0 6 4 4) 48.002 0 0 1 1 2 (0 0 0 4 0 2 2 0 0 0 0 4 4 6 6 4) 48.002 0 1 0 1 2 (0 0 0 4 0 2 0 6 0 2 0 6 4 0 4 4) 48.002 1 0 1 0 2 (0 0 0 4 0 0 2 6 0 0 2 6 4 4 0 4) 48.001 1 2 2 0 0 (0 0 0 0 0 0 4 4 0 4 2 6 2 6 0 4) 48.002 1 1 0 0 2 (0 0 0 4 0 0 0 4 0 2 2 0 4 6 6 4) 48.000 2 3 0 2 3 (0 0 0 6 0 4 0 2 0 6 4 0 0 2 4 4) 48.002 0 0 3 3 2 (0 0 0 4 0 6 6 0 0 0 0 4 4 2 2 4) 48.002 0 3 0 3 2 (0 0 0 4 0 6 0 2 0 6 0 2 4 0 4 4) 48.002 3 0 3 0 2 (0 0 0 4 0 0 6 2 0 0 6 2 4 4 0 4) 48.002 3 3 0 0 2 (0 0 0 4 0 0 0 4 0 6 6 0 4 2 2 4) 48.003 2 0 3 2 0 (0 0 0 0 0 4 6 2 0 0 4 4 6 2 0 4) 48.003 2 3 0 2 0 (0 0 0 0 0 4 0 4 0 6 4 2 6 0 2 4) 48.003 3 2 2 0 0 (0 0 0 0 0 0 4 4 0 4 6 2 6 2 0 4) 48.00...[Continued in Table VI]TABLE VOctary coding with 16 carriers: the 4096 cosets of RM8(1; 4) in ZRM8(2; 4), ordered by maximum PEPover the coset. Coset representatives are 2Pi<j uijxixj and the PEP of each sequence iscalculated using 256 times oversampling.
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u12 u13 u14 u23 u24 u34 Coset representative Max PEP...0 0 2 2 1 3 (0 0 0 6 0 2 4 4 0 4 0 2 0 6 4 0) 48.000 0 2 2 3 1 (0 0 0 2 0 6 4 4 0 4 0 6 0 2 4 0) 48.000 0 2 2 3 3 (0 0 0 6 0 6 4 0 0 4 0 2 0 2 4 4) 48.000 2 0 3 2 3 (0 0 0 6 0 4 6 0 0 0 4 2 0 4 2 4) 48.000 2 1 0 2 3 (0 0 0 6 0 4 0 2 0 2 4 4 0 6 4 0) 48.000 3 2 2 0 3 (0 0 0 6 0 0 4 2 0 4 6 0 0 4 2 4) 48.001 3 2 2 0 0 (0 0 0 0 0 0 4 4 0 4 6 2 2 6 4 0) 48.003 0 2 2 3 0 (0 0 0 0 0 6 4 2 0 4 0 4 6 0 2 4) 48.000 2 0 3 2 1 (0 0 0 2 0 4 6 4 0 0 4 6 0 4 2 0) 48.000 1 2 2 0 3 (0 0 0 6 0 0 4 2 0 4 2 4 0 4 6 0) 48.002 0 0 1 3 2 (0 0 0 4 0 6 2 4 0 0 0 4 4 2 6 0) 48.002 0 1 0 3 2 (0 0 0 4 0 6 0 2 0 2 0 6 4 4 4 0) 48.002 1 0 3 0 2 (0 0 0 4 0 0 6 2 0 0 2 6 4 4 4 0) 48.001 0 2 2 3 0 (0 0 0 0 0 6 4 2 0 4 0 4 2 4 6 0) 48.001 2 3 0 2 0 (0 0 0 0 0 4 0 4 0 6 4 2 2 4 6 0) 48.000 2 0 1 2 3 (0 0 0 6 0 4 2 4 0 0 4 2 0 4 6 0) 48.000 2 3 0 2 1 (0 0 0 2 0 4 0 6 0 6 4 4 0 2 4 0) 48.000 3 2 2 0 1 (0 0 0 2 0 0 4 6 0 4 6 4 0 4 2 0) 48.002 0 0 3 1 2 (0 0 0 4 0 2 6 4 0 0 0 4 4 6 2 0) 48.002 0 3 0 1 2 (0 0 0 4 0 2 0 6 0 6 0 2 4 4 4 0) 48.002 1 3 0 0 2 (0 0 0 4 0 0 0 4 0 6 2 4 4 2 6 0) 48.002 3 1 0 0 2 (0 0 0 4 0 0 0 4 0 2 6 4 4 6 2 0) 48.001 2 0 3 2 0 (0 0 0 0 0 4 6 2 0 0 4 4 2 6 4 0) 48.003 0 2 2 1 0 (0 0 0 0 0 2 4 6 0 4 0 4 6 4 2 0) 48.003 1 2 2 0 0 (0 0 0 0 0 0 4 4 0 4 2 6 6 2 4 0) 48.002 3 0 1 0 2 (0 0 0 4 0 0 2 6 0 0 6 2 4 4 4 0) 48.003 2 0 1 2 0 (0 0 0 0 0 4 2 6 0 0 4 4 6 2 4 0) 48.003 2 1 0 2 0 (0 0 0 0 0 4 0 4 0 2 4 6 6 4 2 0) 48.000 0 2 2 0 1 (0 0 0 2 0 0 4 6 0 4 0 6 0 4 4 2) 54.630 2 0 0 2 1 (0 0 0 2 0 4 0 6 0 0 4 6 0 4 4 2) 54.63...[4032 lines of table omitted]...0 0 0 0 0 3 (0 0 0 6 0 0 0 6 0 0 0 6 0 0 0 6) 218.510 0 0 0 0 0 (0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0) 256.00TABLE VIContinuation of Table V.



28# Max possible Max actual Min # info Code Infocarriers PMEPR PMEPR Hamming bits per rate rate(dB) (dB) distance codeword1 16 12.0 3.0 8 5 0.31 0.312 3.0 6 7 0.44 0.443 3.0 4 8 0.50 0.504 6.0 4 10 0.62 0.625 6.0 4;4 8 0.50 0.506 32 15.1 3.0 16 6 0.19 0.197 3.0 8 11 0.34 0.348 6.0 8;8 10 0.31 0.319 6.0 6;6 15 0.47 0.4710 6.0 4;4 17 0.53 0.53TABLE VIIBinary coding options with 16 and 32 carriers. d; d describes minimum distance in a compositioncoding scheme.# Max possible Max actual Min Min # info Code Infocarriers PMEPR PMEPR Hamming Lee bits per rate rate(dB) (dB) distance distance codeword1 16 12.0 3.0 8 8 10 0.31 0.622 3.0 6 8 12 0.38 0.753 3.0 4 8 13 0.41 0.814 6.0 4 8 15 0.47 0.945 6.0 4;4 4;4 16 0.50 1.005a 6.0 2;2 4;4 19 0.59 1.196 32 15.1 3.0 16 16 12 0.19 0.387 3.0 8 16 17 0.27 0.538 6.0 8;8 8;8 20 0.31 0.629 6.0 6;6 8;8 25 0.39 0.7810 6.0 4;4 8;8 27 0.42 0.84TABLE VIIIQuaternary coding options with 16 and 32 carriers.# Max possible Max actual Min Min # info Code Infocarriers PMEPR PMEPR Hamming Lee bits per rate rate(dB) (dB) distance distance codeword1 16 12.0 3.0 8 8 15 0.31 0.942 3.0 6 8 17 0.35 1.063 3.0 4 8 18 0.38 1.124 4.8 4 8 20 0.42 1.255 6.0 4;4 4;4 24 0.50 1.505a 6.0 2;2 4;4 27 0.56 1.696 32 15.1 3.0 16 16 18 0.19 0.567 3.0 8 16 23 0.24 0.728 6.0 8;8 8;8 30 0.31 0.949 6.0 6;6 8;8 35 0.36 1.0910 6.0 4;4 8;8 37 0.39 1.16TABLE IXOctary coding options with 16 and 32 carriers.


